Similarity scaling of turbulence spectra and cospectra in a shallow tidal flow
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[1] Measured turbulence power spectra, cospectra, and ogive curves from a shallow tidal flow were scaled using Monin-Obukhov similarity theory to test the applicability to a generic tidal flow of universal curves found from a uniform, neutrally stable atmospheric boundary layer (ABL). While curves from individual 10 min data bursts deviate significantly from similarity theory, averages over large numbers of sufficiently energetic bursts follow the general shape. However, there are several differences: (1) Variance in the measured curves was shifted toward higher frequencies, (2) at low frequencies, velocity spectra were significantly more energetic than theory while cospectra were weaker, and (3) spectral ratios of momentum flux normalized by turbulent kinetic energy (TKE) indicate decreased fluxes and/or elevated TKE levels. Several features of the turbulence structure may explain these differences. First, turbulent dissipation exceeded production, indicating nonequilibrium turbulence, possibly from advection of TKE. Indeed, using the production rate rather than dissipation markedly improves agreement in the inertial subrange. Second, spectral lag of the largest eddies due to inhomogeneous boundary conditions and decaying turbulence could explain spectral deviations from theory at low frequencies. Finally, since the largest eddies dominate momentum transfer, the consequence of the cospectra difference is that calculated ogive curves produced smaller total momentum fluxes compared to theory, partly because of countergradient fluxes. While ABL similarity scaling applied to marine bottom boundary layers (MBBLs) will produce curves with the general shape of the universal curves, care should be taken in determining details of turbulent energy and stress estimates, particularly in shallow and inhomogeneous MBBLs.


1. Introduction

[2] Turbulence power spectra of the along-channel (u′) and vertical (w′) velocity fluctuations are often used to describe the range of scales in turbulence, in particular the dominant eddy sizes responsible for turbulent transfer as well as the distribution of variance with frequency [Roth et al., 1989]. Likewise, turbulence cospectra, or their integral versions, ogive curves, are used to describe the distribution of the covariance (u′w′) across the frequency domain, where u′w′ represents a vertical flux of along-channel momentum that is due to turbulent fluctuations.

[3] Monin-Obukhov similarity theory postulates that in a uniform, homogeneous atmospheric boundary layer (ABL), turbulence spectra, cospectra, and ogive curves will take universal forms when appropriately nondimensionalized. In particular, for the neutrally stable case, one in which turbulent production is dominated by mechanical shear with negligible production by buoyancy, only three parameters are needed to collapse the curves to a universal form: the friction velocity (u∗), the average horizontal velocity magnitude (U̅hor), and the height above the surface (z). Using Monin-Obukhov theory and data acquired in a flat, uniform ABL in Kansas, Kaimal et al. [1972] derived a set of nondimensional curves for the power spectra of along-channel velocity fluctuations (S_uuu^*), power spectra of the vertical velocity fluctuations (S_w^*), and cospectra of along-channel and vertical velocity fluctuations (C_{uuw^*}).

\[
S_u^*(f^*) = \frac{S_{uu^*}(f)}{z \cdot u_*^3} = \frac{105}{(1 + 33 \cdot f^*)^{5/3}},
\]

\[
S_w^*(f^*) = \frac{S_{w^*}(f)}{z \cdot u_*^4} = \frac{2}{1 + 5.3 \cdot (f^*)^{5/3}},
\]

\[
C_{uuw^*}(f^*) = \frac{C_{uuw^*}}{z \cdot u_*^2} = \frac{14}{(1 + 9.6 \cdot f^*)^{23}},
\]
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where a superscript asterisk represents a nondimensional quantity, \( f \) is the frequency, and \( f^* = f / U_{\text{hor}} \) is a nondimensional frequency [Kaimal et al., 1972]. The above empirical relationships were derived assuming that equilibrium turbulence exists, whereby production \( (P) \) of turbulent kinetic energy \( (k) \) is in balance with dissipation \( (\varepsilon) \) of turbulent kinetic energy.

Given this, measured spectra, cospectra, and ogive curves, when made nondimensional appropriately, are generally supposed to exhibit the relations found by Kaimal et al. [1972], hereafter referred to as the Kaimal curves [see, e.g., Kristensen and Fitzjarrald, 1984; Roth et al., 1989; Al-Jiboori et al., 2001]. Since then, numerous studies performed in marine bottom boundary layers (MBBLs), such as those found in coastal and/or estuarine environments, have used Kaimal curves derived from the ABL for calculating nondimensional turbulence spectra, cospectra, and ogive curves [e.g., Soulsby, 1977; Feddersen and Williams, 2007]. Various investigators have used the Kaimal curves in the MBBLs for various purposes including filtering waves from turbulence [Shaw and Trowbridge, 2001; Feddersen and Williams, 2007; Kirincich et al., 2010], comparing the general shape and form to the Kaimal curves [Soulsby, 1977; Scully et al., 2011], analyzing the vertical structure of Reynolds stresses [Feddersen and Williams, 2007], determining turbulent scales in the coastal ocean [Trowbridge and Elgar, 2003], and modeling vorticity flux spectra [Lien and Sanford, 2000]. In all of these cases, however, the Kaimal scaling was assumed to hold. Here, instead, we test the validity of the Kaimal scaling using data acquired in a fairly generic estuarine tidal flow. Turbulence spectra, cospectra, and ogive curves of a well-mixed, tidal flow will be scaled according to Monin-Obukhov similarity theory and compared to the Kaimal curves.

2. Site Description and Methods

2.1. Experimental Setup

Velocity data were collected over a spring-neap cycle from 12 to 28 October 2004 in the main channel of Elkhorn Slough, California, located in the center of Monterey Bay (Figure 1). Elkhorn Slough is a shallow, tidally forced estuary that is protected from significant surface wave activity. The site is characterized by a maximum tidal range of \( \sim 2.5 \text{ m} \) [Nidzieko et al., 2006]. The bed in the main channel is a mix of mud and shell hash, with several intermittent patches of eelgrass and deep scour holes. Vertical density data in the main channel of Elkhorn Slough were obtained from the Land/Ocean Biogeochemical Observatory (LOBO), which is part of the Monterey Bay Aquarium Research Institute (MBARI). The observations (not shown) depict approximately well-mixed conditions throughout the study period, except around 21 October, where precipitation occurred and caused small density differences between surface waters and deeper waters. However, most events during this precipitation event did not fit...
the data quality criteria (likely because it was the first precipitation event of the season) and were discarded ($\Delta p = 1.5 \times 10^{-2}$ kg/m$^2$ for time periods analyzed excluding the bracketed region around events that were discarded because of the precipitation event, where $\Delta p$ is the average density difference between measurements made at 2 m depth and the surface). Furthermore, including or excluding this small period of weak stratification did not affect any of the major results and/or conclusions of this paper (see section 4.1).

[$6$] Instantaneous velocity measurements were made in the main channel at a height of 1 m above the bottom using a Nortek 6-MHz Vector acoustic Doppler velocimeter (ADV). Samples were collected in 10 min bursts, every half hour, at a sampling frequency of 16 Hz, capturing both the spring and neap events over the 16 day sampling period. Colocated with the ADV was a Teledyne-RDI 1.2-MHz Workhorse acoustic Doppler current profiler (ADCP). The ADCP was deployed in mode 12, sampling 16 subpings at 40 ms intervals for an actual recording rate of 1 Hz [Nidzieko et al., 2006]. The ADCP was programmed with 0.25 m bins, with the location of the center of the bin at 1 m coincident with the ADV sample volume. Both the ADV and ADCP were leveled by divers in order to minimize instrument tilt errors. A more detailed description of the experimental setup can be found in the paper by Nidzieko et al. [2006].

2.2. Data Analysis

2.2.1. Data Processing

[$7$] We computed cospectra and spectra for all data bursts including all tidal phases. However, it was clear that near slack water ($|U| < 0.1$ m/s), the computed curves were too noisy to usefully examine turbulence behavior. On the other hand, outside this velocity range and for all tidal phases, shapes and variations in the shape of spectra and cospectra appeared similar. Hence, we focused on maximum flood and ebb currents in further analysis, since these present the clearest picture of the behavior of the turbulence field (ADV velocity range in m/s of 0.32 $\leq |U| \leq 0.55$ and 0.30 $\leq |U| \leq 0.73$ for the max flood and ebb currents, respectively). Velocity measurements for both the ADV and ADCP were converted into along-channel ($u$), cross-channel ($v$), and vertical ($w$) velocities, using a principal-axes analysis [Emery and Thomson, 2004]. The ADV and ADCP had very similar flow orientations so the same angle of rotation was used for both. Positive $u$ velocities were defined as upestuary, with $v$ and $w$ defined as across-channel and vertical, respectively. Average ($U$, $V$, $W$) and fluctuating ($u'v'$, $v'$, $w'$) velocities were computed using 10 min windows, an average that represents a trade-off between capturing desired turbulent length scales and maintaining quasi-stationary statistics [Soulsby, 1980]. ADV data with correlations less than 0.85 and $u' > +/−0.35$ m s$^{-1}$ were discarded and linearly interpolated back into the data set. Ten minute windows with more than 5% discarded data were not used for further analyses.

2.2.2. Spectral Calculations

[$8$] Power spectra of the along-channel and vertical ADV velocities were calculated using the fluctuating components ($u'$ and $w'$), while cross spectra were calculated for the vertical covariance terms (($u'w'$ and $v'w'$), both using the fast Fourier technique over 10 min windows. Each 10 min window ($n = 9600$) was linearly detrended and then split into four smaller segments ($n = 2400$), which were zero padded to achieve the next power of 2 for the fast Fourier transform and to increase frequency resolution ($n = 4096$). The choice of segment length represented a compromise between the increased number of degrees of freedom (DOFs), decreased frequency resolution, and the ability to delineate the low–frequency end of the spectrum [Emery and Thomson, 2004]. A Hamming window with 50% overlap was applied to each segment in order to reduce spectral leakage, spectral densities were calculated using the fast Fourier technique, and segments were block averaged to smooth the spectra and cross spectra [Emery and Thomson, 2004]. Thus, each 10 min window had spectral values ($n = 2049$) up to the Nyquist frequency with a frequency resolution of $\Delta f = 3.9 \times 10^{-3}$ Hz. The “equivalent” number of DOFs ($\nu = 23.6$) was determined by taking into account the type of window, percentage of overlap, and the size of the segments, and 95% confidence intervals were calculated using a chi-square variable analysis [Emery and Thomson, 2004]. The confidence limits for individual spectra indicate that the ratio of true spectrum to the measured spectrum at a particular frequency will be about 0.6 and 1.9 for the lower and upper 95% confidence limits, respectively [Emery and Thomson, 2004]. As is commonly done, ogive curves ($Og_{u'w'}$) were calculated by taking the cumulative integral of the cospectra, the real parts of the cross spectra, and non-dimensionalized as,

$$Og_{u'w'}(f^*) = \frac{-\Re C_{u'w'}(f) df}{u'_w}.$$  (4)

[$9$] After this, the spectra, cospectra, ogive curves, and frequency components were all made nondimensional according to equations (1)–(4). The average horizontal speed was calculated as $U_{bat} = \sqrt{U^2 + V^2}$ using the ADV data, with $V$ usually 1 to 2 orders of magnitude smaller than $U$, hence contributing negligibly to $U_{bat}$. The friction velocity squared is defined as $u_{t}^2 = w' \rho$, where $w$ is the bottom shear stress and $\rho$ is the density. Friction velocities can be estimated by fitting mean velocity profiles to a logarithmic profile, directly using Reynolds stress measurements near the bed, or with measurements of dissipation of turbulent kinetic energy and the assumption of equilibrium turbulence [e.g., Sanford and Lien, 1999]. The dissipation method is not valid in this study since equilibrium turbulence is not present (section 4.3). Likewise, previous studies in ocean and estuarine boundary layers have found deviations from a simple logarithmic dependence and the existence of multiple log layers [Perlin et al., 2005; Sanford and Lien, 1999]. Studies in the ABL commonly estimate bed stress at the particular measurement height, assuming a constant-stress layer over the ABL [e.g., McNaughton and Laubach, 2000; Smeets et al., 1998; Zhang et al., 2010], an assumption generally not valid over the entire MBL. Kaimal et al. [1972] used a drag plate to estimate friction velocities in the ABL and found that stresses were constant with height to within 20% of the surface stress [Haugen et al., 1971]. In this study, vertical profiles of Reynolds stresses estimated from the ADCP indicate a small region of nearly constant stress in the bottom 1.5 m. Thus, we
will approximate the friction velocity using the average vertical Reynolds stresses near the bed as

\[ u^*_{\text{avg}} = -\sqrt{\left(-\overline{u'w'}\right)^2 + \left(-\overline{v'w'}\right)^2}, \]

where an overbar represents a 10 min average and the stresses are measured with the ADV at a height of 1 m above the bottom. However, the cross-channel, vertical Reynolds stress \((-\overline{v'w'})\) was consistently 1 to 2 orders of magnitude smaller than the along-channel, vertical Reynolds stress \((-\overline{u'w'})\), which makes \((-\overline{v'w'})^2\) negligible in the squared friction velocity calculation. Given this, the squared friction velocity was estimated by integrating the Co_{uw} determined from the ADV data over a 10 min window:

\[ u^*_{\text{avg}} = -\int_0^{f_*} C_{\text{avg}}(f) df. \]

For spectral calculations of the max ebb events, \(u\) and \(v\) velocities were rotated 180° or multiplied by \(-1\) so that normalized cospectra and ogive curves would yield positive values.

[10] Finally, the nondimensional curves were all averaged together in frequency space over all max flood and ebb events, respectively. The same number of spectrally calculated frequency bins \((n = 2049)\) was used in calculating the nondimensional frequency bins. In order to capture all events in the nondimensional frequency range, the maximum nondimensional frequency range of all individual events was selected and split into \(n = 2049\) nondimensional frequency bins \((\Delta f^* = 1.2 \times 10^{-2})\). After this, all nondimensional curves \((n = 50\) for flood and \(n = 42\) for ebb) within a particular nondimensional frequency bin were ensemble averaged together to create the nondimensional frequency-averaged curves. Frequency-averaged 95% confidence intervals were calculated similarly to individual 10 min spectra using a chi-square variable analysis, but with an increased number of DOFs, depending on the number of spectra averaged in a particular nondimensional frequency bin [Emery and Thomson, 2004]. All nondimensional curves were plotted up to \(f^* \approx 14\), where noise begins to dominate the signal, and averaged nondimensional cospectra were smoothed.
at high frequencies \( f^* > 6 \) using a moving average in \( f^* \) over 50 points, which comprises less than 2.5% of the entire record. This plotting range and smoothing does not affect any of the conclusions or analysis of this paper.

2.2.3. Turbulent Production and Dissipation

The turbulent kinetic energy (TKE) is defined as

\[
k = \frac{1}{2} \left[ \langle u' \rangle^2 + \langle v' \rangle^2 + \langle w' \rangle^2 \right].
\]

In equilibrium, unstratified, homogeneous sheared turbulent flows [Pope, 2000], it is generally found that production of TKE by shear is balanced by its dissipation by small-scale strains. Thus, the extent to which this holds is often a measure of the extent to which a given shear flow resembles a canonical homogeneous shear.

The shear production \((P)\) of TKE is given by

\[
P = -\bar{u'}w' \frac{\partial U}{\partial z} - \bar{v'}w' \frac{\partial V}{\partial z}.
\]

In our case, the Reynolds stresses are measured directly from the ADV and vertical velocity gradients are calculated using the ADCP.

In contrast, dissipation of turbulent kinetic energy \((\epsilon)\) was estimated using spectra of the vertical velocity fluctuations assuming Taylor’s frozen field turbulence hypothesis holds and using Kolmogorov’s famous \(-5/3\) law [e.g., Shaw et al., 2001],

\[
S_{w'}(f) = \frac{12}{55} \alpha \frac{2^{2/3}}{\pi} \left( \frac{U}{2\pi} \right)^{2/3} f^{-5/3},
\]

where \(\alpha = 1.56\) is the empirical Kolmogorov constant for velocity. The spectrum of vertical velocity fluctuations was used since this velocity component is the least noisy [Voulgaris and Trowbridge, 1998]. Dissipation was estimated by fitting a power law in the inertial subrange using several hundred points between frequencies of 1 and 2.5 Hz, encompassing the range where the inertial subrange exists in our data. Power law fits to the spectra in the inertial subrange had mean exponent values of \(-1.65\) and \(-1.67\) for all flood and ebb events, respectively, and never deviated significantly from \(-5/3\), indicating the existence of an inertial

![Nondimensional power spectra of vertical velocity fluctuations for the max (left) flood and (right) ebb events. The individual spectra are denoted by light gray dots, the frequency-averaged spectrum by a solid dark gray line, 95% confidence intervals for the frequency averaged spectrum by dashed gray lines, the Kaimal et al. [1972] universal curve by a solid black line, and the \(-5/3\) power law in the inertial subrange by a dashed black line.](image)
subrange and adequate separation between the production and dissipation length scales [cf., Gross and Nowell, 1985]. Equation (9) was used to calculate dissipation by choosing values of $S_{w'w'}$ and $f$ in the inertial subrange and subtracting off the ADV noise floor from $S_{w'w'}$.

3. Results

3.1. Velocity Power Spectra

Individual and ensemble averaged, nondimensional power spectra of the along-channel velocity fluctuations are seen in Figure 2 for both the max flood and ebb events. They are plotted against the Kaimal curves and the $-5/3$ power law in the inertial subrange predicted by turbulent theory [Pope, 2000].

While individual 10 min data bursts are scattered and often deviate significantly from similarity theory, the average spectra for both events follow the general trend and slope of the Kaimal curves and $-5/3$ power law, particularly in the inertial subrange. However, the calculated averages are shifted to the right of the Kaimal curves, indicating more energy at a given frequency compared to the Kaimal spectrum. At the highest frequencies, our spectra become more uncertain because of instrument noise and begin to flatten out, possibly because of viscous dissipation. Nondimensional power spectra of the vertical velocity fluctuations are also presented and compared to the Kaimal curves and a $-5/3$ power law in Figure 3.

Similar to $S_{u'u'}$, the observed spectra ($S_{w'w'}$) are highly varied across individual bursts and on average are more energetic at any given frequency than is the Kaimal spectrum. Like the horizontal velocity components, the low frequencies ($f^* < 0.1$) are more energetic than is the Kaimal spectrum. This is especially the case in the max flood events, while on the max ebb events, the lower confidence interval just captures the Kaimal spectrum.

3.2. Momentum Flux Cospectra

Calculated nondimensional cospectra of the along-channel and vertical velocity fluctuations, i.e., the vertical fluxes of horizontal momentum, are plotted against the Kaimal curves for both the max flood and ebb events in Figure 4. A $-7/3$ power law is also plotted since the cospectra should follow a $-7/3$ spectral slope in the inertial subrange [Wyngaard and Coté, 1972; Kaimal et al., 1972].

The calculated cospectra follow the general shape of the Kaimal curves and $-7/3$ power law. Yet, as with the spectra, the calculated cospectra have higher covariance.
values at any given frequency than does the Kaimal curve. However, unlike the spectra, at the low-frequency end of the cospectra ($f^* < 0.1$), the observed values fall somewhat below the Kaimal curves.

In order to highlight negative covariance values, and hence countergradient momentum fluxes, an alternative nondimensional form of the cospectra is plotted in Figure 5. The cospectra are extremely erratic and highly unpredictable across individual 10 min data bursts. Frequent sign reversals are also seen across all frequencies.

3.3. Total Momentum Flux Ogive Curves

Nondimensional ogive curves, which represent the cumulative flux of horizontal momentum in the vertical direction at a particular frequency, are compared to the Kaimal curves, in Figure 6. It is important to note that many individual spectra deviate significantly from the Kaimal forms, particularly at low frequencies where large countergradient fluxes are common. Indeed, at an early point in our study, an examination of data bursts from one tidal cycle showed that only approximately half of the bursts exhibited cospectra and/or ogive curves that in any way resembled the Kaimal curves.

The observed ogive curves are shifted to the right of the universal curves, indicating that the largest streamwise scale motions near the bottom in our estuarine channel contribute less to the overall transfer of momentum than was observed by Kaimal et al. [1972] in the ABL. Given that these large eddies are thought to be important contributors to the overall momentum fluxes [Lien and Sanford, 2000; Stacey et al., 1999], this may indicate that the overall momentum transfer from the bed to the overlying flow may be reduced relative to that which would be expected for a canonical channel flow.

3.4. Turbulent Kinetic Energy, Production, and Dissipation

In canonical, homogeneous shear flows, the ratio of the principal Reynolds shear stress to the TKE is found to be a constant, i.e., $-\overline{u'w'}/k \approx 0.3$ [Pope, 2000]. We can examine the extent to which this behavior appears in our data by examining the spectral variation of this ratio, which is plotted for the max flood and ebb periods in Figure 7 and again compared to the canonical value.

Data from both periods exhibit ratios much smaller than the canonical value of 0.3 across all frequencies, especially at higher frequencies. This indicates that the efficiency of creation of momentum fluxes by turbulence is lower than in a canonical, homogeneous shear flow, an effect seen, for example, in density stratified flows [see, e.g., Holt et al., 1992]. Scully et al. [2011] argue that this behavior may be the result of the advection of turbulent
kinetic energy generated elsewhere, i.e., lack of a local equilibrium.

[24] An easy check of local equilibrium is to compare production and dissipation of turbulent kinetic energy with each other (Figure 8), noting that local buoyancy flux effects have been ignored because of insignificant stratification. In our case, we find that dissipation values are more than triple those of production for both periods, confirming that the turbulence we observed was not in local equilibrium. Note that the values of $\varepsilon$ that are larger on the ebb than on the flood reflect the ebb dominance of Elkhorn Slough [Nidzieko et al., 2009].

4. Discussion

4.1. Low-Frequency Behavior of Spectra

[25] Both velocity power spectra were more energetic at low frequencies than are shown by the Kaimal curves, an effect that was particularly evident in the vertical velocity spectra, especially during periods of max flood tide. This same behavior has been observed in the MBBLs [e.g., Scully et al., 2011; Soulsby, 1977] and in many studies in the ABL over various terrains and containing inhomogeneous boundary conditions [e.g., Al-Jiboori et al., 2001; Andreas, 1987; Högström et al., 1982; Li et al., 2007; McNaughton and Laubach, 2000; Roth et al., 1989; Smeets

Figure 6. Nondimensional ogive curves of along-channel and vertical velocity covariances for the max (left) flood and (right) ebb events. The individual curves are denoted by light gray dots, the frequency-averaged curve by a solid dark gray line, 95% confidence intervals for the frequency-averaged curve by dashed gray lines, and the Kaimal et al. [1972] universal curve by a solid black line.

Figure 7. Spectral representation of the ratio of momentum flux to turbulent kinetic energy for both the max flood and ebb events. The canonical equilibrium turbulence value of 0.3 is indicated with a solid black line [Pope, 2002], the average flood event with a dark gray line, the average ebb event with a light gray line, and the mean of the frequency-averaged flood and ebb events with dashed dark and light gray lines.
et al., 1998; Zhang et al., 2010]. Taken collectively, these results suggest that something affects the large-scale turbulent structures in many natural flows.

[26] Previous studies attribute stratification and internal waves to differing energetics at low frequencies [Lien and Sanford, 2004; Zhang et al., 2010]. Yet, in the absence of significant internal waves, stratification would act to suppress turbulence and limit the largest eddy length scales. As mentioned previously, vertical density measurements indicated approximately well-mixed conditions throughout the study period except for a small precipitation event. All calculated curves were reanalyzed, excluding the small time period of weak stratification from the precipitation, and all these curves were nearly indistinguishable from the curves over the entire study period (not shown). Hence, stratification and internal waves were likely not contributing to low-frequency deviations.

[27] Another factor affecting the turbulence we observed could have been the rough, inhomogeneous bathymetry of the study site, with nearby irregular eelgrass patches up to 2 m depth and deep scour holes (see Figure 1), typical of the bottom variability found in estuaries. One study of the ABL over rough, urban terrain found deviations from the Kaimal curves at low frequencies similar to those we observe and suggested that internal boundary layers may affect turbulent dynamics [Högström et al., 1982]. These internal boundary layers may form in transitions from rough to smooth boundaries; such is the case in this study because of eelgrass patches upstream of the measurement site on both the flood and ebb periods (see Figure 1). While turbulent transfer may occur between the “inner” and “outer” boundary layers, it is more likely that internal boundary layers would constrain the largest length scales at low frequencies (much like the free surface constrains the largest length scales). This would then result in less energy at low frequencies, which is not the case in this study.

[28] On the other hand, studies in the ABL over inhomogeneous terrain suggest that spectral lag may cause more energetic values at low frequencies in rough to smooth transitions [Al-Jiboori et al., 2001; Högström et al., 1982; Li et al., 2007; Panofsky et al., 1982], a consequence of the fact that the largest (low frequencies) eddies take longer to adjust than do smaller scales (higher frequencies) in decaying turbulence [see Batchelor, 1953]. Hence, irregularities and increased turbulence in the bathymetry upstream of the sample site (e.g., eelgrass patches and channel shoals especially seen upstream of the flood tide; Figure 1) will locally input relatively large amounts of energy into the flow because of shear production. For example, Lacy and Wyllie-Echeverria [2011] found increased turbulence and friction velocities at sites containing eelgrass canopies compared with unvegetated, sandy sites. As the energy input from shear production is reduced near the measurement site and the turbulence decays, the spectra are not in equilibrium. While the small scales at high frequencies adjust rapidly to the new conditions and local momentum flux, the large scales at low frequencies lag significantly (spectral lag) and tend to preserve their shape and energy from upstream conditions. Thus, irregularities of the MBBL could have caused the observed deviations from the Kaimal curves at low frequencies.

[29] Another phenomenon that may be contributing to the low-frequency energy of the calculated curves are very long, meandering “superstructures” that have been observed in the ABL [Hutchins and Marusic, 2007; Drobinski et al., 2004]. While the exact mechanism of formation is still unknown, the superstructures often exceed 20 times the boundary layer thickness in length, are typically smaller.
than the boundary layer thickness in the spanwise direction, meander substantially along their length, possibly explaining the variability of low-frequency energy in the along-channel velocity spectra observed in this study, and are hypothesized to affect the low-frequency energy of all velocity components ($S_{ui}$, $S_{uv}$, and $S_{uw}$) were also more energetic than the Kaimal curves at low frequencies in this study, but are not shown for brevity) [Hutchins and Marusic, 2007]. While the measurements in this study lack the temporal and spatial resolution necessary for detection of these superstructures, they may be an important mechanism affecting the turbulent dynamics at low frequencies.

4.2. Cospectra Erratic Behavior and Countergradient Momentum Fluxes

[30] The cospectra curves show the most erratic and unpredictable behavior across individual events, partially because there are both positive and negative values. These negative values, which are seen across all frequencies, might represent countergradient momentum fluxes. Likewise, the cospectra were less energetic at low frequencies relative to the Kaimal curves. Erratic variability of the cospectra and/ or frequent sign reversals has been observed in the MBBL [e.g., Gross and Nowell, 1985; Lien and Sanford, 2000; Scully et al., 2011; Soulsby, 1977] and under various conditions in the ABL [e.g., Andreas, 1987; Chimonas, 1985; Foken, 2008; Gal-Chen et al., 1992; Prabha et al., 2007; Roth et al., 1989; Sakai et al., 2001; Smeets et al., 1988; Zhang et al., 2010].

[31] While Figure 5 depicts that, on average, the momentum flux is down gradient (positive values across all frequencies for frequency-averaged curve), it is important to determine whether the countergradient fluxes (negative values) seen in individual cospectra are physical or are due to uncertainty. In order to assess the uncertainty associated with the individual cospectra in Figure 5, nondimensional standard deviations from the mean curve at a particular frequency were calculated across different frequency ranges. For low frequencies ($f^* < 10^{-3}$), the average standard deviations at a particular frequency for the flood and ebb events were 0.18 and 0.14, respectively. At intermediate frequencies ($10^{-3} < f^* < 10^0$), the average standard deviations from the mean at a particular frequency for flood and ebb events, respectively, were 0.23 and 0.21. Finally, at high frequencies ($f^* > 10^0$), the standard deviations were 0.07 for both events. Given the values above, it is conceivable that some of the countergradient fluxes may be due to uncertainties; however, given the large deviation from the mean of many of the individual events seen in Figure 5 (especially several events in the low-frequency range and many of the events at high frequencies), it is likely that many of the negative cospectral values are physical.

[32] Direct numerical simulations (DNSs) and large eddy simulations (LESs) of stratified turbulence frequently show countergradient fluxes when stratification effects are pronounced [Holt et al., 1992]. Similar to the effect of stratification, it seems conceivable that in our case countergradient momentum fluxes may reflect the effects of the free surface and limited depth on the largest scales of motion. In the case of the atmospheric flow studied by Kaimal et al. [1972], the measurements were made close to the boundary relative to the overall depth of the planetary boundary layer. Examining $C_{om}$ from Figure 4, the deviation from the Kaimal curves typically occurs around $f^* = zw_{l} = 10^{-1}$. Invoking Taylor’s frozen turbulence hypothesis ($k_{wave} = 2\pi f / U_{ref}$, where $k_{wave}$ is a wave number), this corresponds to a streamwise length scale of 10 m. Given that the average depth in the estuary was 6 m during the max flood and ebb periods, the free surface may act to squash the largest eddies, thereby causing the deviation of the cospectra at low frequencies. This is supported by field observations where eddies were seen at the surface and by calculations of the average integral length scales, which were found to be around 5.4 m and 5.7 m for the flood and ebb events, respectively. The average integral length scale was found by integrating the autocorrelation function over time for each burst and converting to a length scale by invoking Taylor’s frozen field turbulence hypothesis. Gross and Nowell [1985] observed that the largest eddies in a well-mixed tidal channel had been flattened out because of the free water surface so that the cospectra may not have been representing the low-frequency scales correctly; however, they also found that vertical velocity spectra were reduced at low frequencies, which is not the case in this study. The fact that the observed momentum flux cospectra fall significantly below the Kaimal curves at low frequencies supports the view that the limited depth is acting to alter the turbulence, but this is in contrast to what is observed with the turbulence spectra where it is expected that the limited depth would enhance the along-channel velocity spectra and diminish the vertical velocity spectra with respect to the Kaimal curves. Additionally, spectral ratios of vertical to horizontal velocity variances (not shown) depict a value just over the canonical value of 4/3 expected in the inertial subrange for isotropic turbulence and fall below this value at lower frequencies similar to what was found by Kaimal et al. [1972]. Thus, there is likely another mechanism besides the limited depth contributing to low-frequency deviations of the cospectra from the Kaimal curves and countergradient fluxes that is still unknown.

[33] Countergradient momentum fluxes have been ubiquitously observed in turbulent boundary layers under various conditions. Previous studies in the ABL found frequent sign reversals of the cospectra (countergradient momentum fluxes) that were due to unstable stratification and convective motions [Andreas, 1987; Gerz and Shumann, 1996; Roth et al., 1989; Sakai et al., 2001; Zhang et al., 2010], influences of irregular topography and vortical motions [Andreas, 1987; Foken, 2008; Smeets et al., 1998], and atmospheric waves [Chimonas 1985; Gal-Chen et al., 1992]. Given that the current study took place under well-mixed conditions and that there were no significant surface waves present, these mechanisms are unlikely. The long meandering superstructures may contribute to the observed stresses [e.g., Hutchins and Marusic, 2007]; however, this cannot be confirmed with the measurements taken. Other mechanisms that remain to be identified are partially responsible for the erratic and highly unpredictable nature of the cospectra.

4.3. Nonequilibrium Turbulence

[34] Velocity spectra and cospectra curves were consistently shifted toward higher frequencies, indicating that observed spectral values fell above the Kaimal curves at any given frequency. Although never addressed in the respective studies, this same feature has been observed in the ocean.
35 As seen in equation (9), spectral energy density is proportional to $\varepsilon^{2/3}$ in the inertial subrange. Thus, advection of turbulent kinetic energy into the region that causes an increase in $\varepsilon$ will result in spectral energy densities that are larger than the equilibrium values intrinsic to the Kaimal curves. In light of this, $S_{w'w'}$, $S_{w'w}$, and $C_{0w}$ were all recalculated and scaled to equilibrium turbulence values by multiplying by $\gamma = (\varepsilon_{\text{equilibrium}}/\varepsilon_{\text{nonequilibrium}})^{2/3}$, where $\varepsilon_{\text{equilibrium}}$ is the equilibrium dissipation value determined from production and $\varepsilon_{\text{nonequilibrium}}$ is the nonequilibrium value of dissipation originally calculated ($\gamma = 0.36$ and $0.43$ for max flood and ebb events, respectively). Figure 9 illustrates the effect of this scaling on the power spectra of the vertical velocity fluctuations.

36 Both the average max flood and ebb events follow the Kaimal curves much more closely in the inertial subrange. Equation (9), which was used to derive the scaling, is valid only in the inertial subrange, indicating that the effect of scaling in the low-frequency range ($f^* < 0.1$) cannot be determined and the discussion above concerning turbulence alteration is unaffected. The scaled along-channel velocity spectra and cospectra yield a similar match in the inertial subrange (not shown). This suggests that the spectral shift in the inertial subrange portion of the curves toward higher frequencies further supports the hypothesis that the turbulence we observed was not in equilibrium.

37 A further check on our revised dissipation scaling can be had by considering the law of the wall values of turbulence dissipation $\varepsilon \approx u^3/\kappa$, where $\kappa = 0.41$ is the von Kármán constant [Pope, 2000]. Figure 10 shows a plot of the dissipation against the law of the wall scaling expected in an equilibrium boundary layer flow, where the dissipation ($\varepsilon = \varepsilon_{\text{equilibrium}} + \varepsilon_{\text{excess}}$) has been decomposed into two components. The equilibrium dissipation ($\varepsilon_{\text{equilibrium}} = P$) is equal to the turbulent production calculated using equation (10), while the excess dissipation ($\varepsilon_{\text{excess}} = \varepsilon - P$) represents the remaining dissipation after subtraction of the equilibrium dissipation. While the observed dissipation rates ($\varepsilon$) do not match the law of the wall scaling, the equilibrium dissipation ($\varepsilon_{\text{equilibrium}}$) values follow the scaling.

---

**Figure 9.** Nondimensional power spectra of vertical velocity fluctuations for the max (left) flood and (right) ebb events. Calculated spectra are scaled so that dissipation ($\varepsilon$) equals production ($P$) of turbulent kinetic energy in the inertial subrange. The scaled individual spectra are denoted by light gray dots, the scaled and frequency-averaged spectrum by a solid dark gray line, 95% confidence intervals for the scaled and frequency-averaged spectrum by dashed gray lines, the Kaimal et al. [1972] universal curve by a solid black line, and the $-5/3$ power law in the inertial subrange by a dashed black line.
Likewise, the excess dissipation ($\varepsilon_{\text{excess}}$) was proportional to $u^*_{\text{excess}}^2$ (not shown), implying that the local friction velocity is smaller than the friction velocity in the region where the excess dissipation was generated. Differences in the friction velocity can be attributed to irregularities in bathymetry and bottom roughness in the MBBL.

4.4. Total Momentum Flux Estimates

The calculated ogive curves were shifted toward higher frequencies than what are seen in the Kaimal curves and often showed large regions of countergradient momentum fluxes, particularly at low frequencies. One application of the Kaimal curves is to use them to filter out wave effects on turbulent fluxes or to assess the quality of wave–turbulence separations [Shaw and Trowbridge, 2001; Feddersen and Williams, 2007; Davis, 2008; Kirincich et al., 2010]. Often, screening criteria based on the wave orbital velocities and wavelengths will result in the elimination of many measurements. For instance, one study of the coastal ocean had to eliminate 40% of the data and stress measurements based on the initial screening criteria of the wave properties [Kirincich et al., 2010]. Given that these methods rely on the comparison of the nondimensional ogive curves with respect to the Kaimal curves and that the methods already allow for limited measurements because of the presence of waves, estimates on the uncertainty of the ogive curves and total momentum flux estimates need to be addressed.

In much of our data, deviation of the calculated ogive curves from the Kaimal curve was the result of countergradient fluxes, as discussed in section 4.2. Table 1 displays the percentage of occurrence of these fluxes across all events in the low-frequency range. In order to quantify the countergradient fluxes and estimate deviations of the ogive curves from the Kaimal curves, the nondimensional frequency range,

\[ df^* = f^* - f^b \]

where $f^b$ and $f^*$ are the beginning and end frequencies of the countergradient fluxes in the low-frequency range, was calculated; the results are displayed in Table 1. Also shown is the median of the maximum negative and maximum positive values of the ogive curves that displayed countergradient fluxes at low frequencies. Taking the ratio of these two values (last row of Table 1) yields a percentage that represents an approximate assessment of the magnitude of the countergradient fluxes.

Both ebbds and floods show similar ranges of countergradient fluxes in the low frequencies. While 37.8% (37.6%) of the max ebb (all ebb) events had countergradient fluxes in the low-frequency range, this resulted in only a

![Figure 10. Dissipation ($\varepsilon$) of turbulent kinetic energy against the scaling of dissipation expected in an equilibrium boundary layer flow, $\varepsilon_{\text{equilibrium}} \sim u^*/(\kappa z)$. The solid black line represents equilibrium turbulence ($P = \varepsilon$); the gray circles are the production values calculated using equation (10), which represent the equilibrium dissipation values ($\varepsilon_{\text{equilibrium}} = P$); and the black dots represent the excess dissipation ($\varepsilon_{\text{excess}} = \varepsilon - P$) found by subtracting the production ($\varepsilon_{\text{equilibrium}} = P$) from the nonequilibrium value of dissipation ($\varepsilon$) originally calculated using equation (9).](image_url)

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Max Flood</th>
<th>All Flood</th>
<th>Max Ebb</th>
<th>All Ebb</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Occurrence</td>
<td>27.4%</td>
<td>28.1%</td>
<td>37.8%</td>
<td>37.6%</td>
</tr>
<tr>
<td>Mean $f^*$</td>
<td>1.1E-02</td>
<td>2.1E-02</td>
<td>8.5E-03</td>
<td>1.8E-02</td>
</tr>
<tr>
<td>Mean $f^*$</td>
<td>2.9E-02</td>
<td>4.5E-02</td>
<td>2.6E-02</td>
<td>3.9E-02</td>
</tr>
<tr>
<td>Mean $df^*$</td>
<td>1.8E-02</td>
<td>2.4E-02</td>
<td>1.7E-02</td>
<td>2.1E-02</td>
</tr>
<tr>
<td>Median Min Ogive*</td>
<td>−0.11</td>
<td>−0.08</td>
<td>−0.04</td>
<td>−0.05</td>
</tr>
<tr>
<td>Median Max Ogive*</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>Median</td>
<td>% Min/Max</td>
<td>11.3%</td>
<td>8.3%</td>
<td>4.0%</td>
</tr>
</tbody>
</table>

Table 1. Uncertainty Analysis of the Non-dimensional Ogive Curves With Respect to Counter-gradient Fluxes in the Low-Frequency Range on the Maximum Flood and Ebb Events, Respectively, Compared to All Flood and Ebb Events.
4.0% (5.0%) change in the normalized amplitude. On the other hand, 27.4% (28.1%) of the max flood (all flood) events resulted in a normalized amplitude change of 11.3% (8.3%). There was little difference between the max flood and ebb events and all flood and ebb events, indicating that deviations in the ogive curves that were due to countergradient fluxes occur independently of flow strength. Another study [Feddersen and Williams, 2007] rejected Reynolds stress estimates based on heuristically selected limits to the ogive curves and found between 23% and 35% of events failed the ogive curve test using one method [Feddersen and Williams, 2007] and between 40% and 60% using another method [Shaw and Trowbridge, 2001]. While removing some of the uncertainties of the individual curves by averaging over longer time periods and/or shorter windowed segments may improve agreement of individual curves to the Kaimal curves, there are still countergradient fluxes that are due to physical phenomena as well as uncertainties from nonequilibrium turbulence that are due to inhomogeneous streamwise turbulence. Hence, the frequency of occurrence of these large countergradient fluxes and deviations of the ogive curves from the Kaimal curves may need to be taken into account when considering using ogive curves to estimate momentum fluxes and removing wave effects from turbulent flux signals.

5. Conclusions

[42] Turbulence power spectra, cospectra, and ogive curves calculated from ADV data taken in a shallow estuarine tidal flow were scaled according to Monin–Obukhov similarity theory to determine whether universal curves derived from a uniform, neutrally stable ABL are applicable in this case. All of the calculated curves followed the general shape of the Kaimal curves and turbulent power laws; however, the curves were all shifted toward higher frequencies. Spectral ratios of momentum flux to turbulent kinetic energy suggested that nonequilibrium turbulence was present, likely the effect of advection from upstream. Analysis of the production and dissipation of turbulent kinetic energy confirmed the presence of nonequilibrium turbulence with dissipation always exceeding production. This may have been the result of inhomogeneous bathymetry and bottom roughness. Scaling the spectra and cospectra so that the energy was equal to that expected for equilibrium conditions resulted in the curves matching up much closer to the Kaimal curves in the inertial subrange.

[43] Additionally, the along-channel and vertical velocity spectra were more energetic than the Kaimal curves at low frequencies \( f^* < 0.1 \). This was likely due to rougher conditions upstream of the measurement site and the phenomenon of spectral lag in decaying turbulence, whereby the largest eddies (low frequencies) take longer to adjust to changes in bottom conditions. Internal boundary layers and long meandering “superstructures” may have also contributed to the low-frequency deviations. Additionally, momentum flux cospectra underestimated stresses at low frequencies \( f^* < 0.1 \). Consideration of the turbulence length scales involved suggests that the largest eddy length scales might have been altered by the presence of the water surface or, equivalently, the limited depth. This suggests that the results from Kaimal et al. [1972] may be directly applicable only when the measurement height is much less than the depth of the flow or thickness of the boundary layer. Likewise, the underestimation of the cospectra at low frequencies resulted in the ogive curves being shifted toward higher frequencies compared with the Kaimal curves. This produced lower estimates of total momentum fluxes than with the Kaimal curves. Calculated cospectra were also extremely variable and highly erratic, with countergradient momentum fluxes seen across all frequencies. These countergradient momentum fluxes, especially at low frequencies, resulted in uncertainties in the ogive curves, which have implications for methods that use ogive curves for the removal of wave effects from turbulent flux signals.

[44] One consequence of our results is that it shows that there are limits to the applicability of ABL similarity scaling to ocean and estuarine flows. While the general shapes and slopes of the universal curves match our data, spectral energy densities and momentum fluxes were different, possibly reflecting the behavior of nonequilibrium turbulence that might characterize the irregular and inhomogeneous bottom boundary layers likely to be found in the ocean and in estuaries. Finally, use of the Kaimal curves to remove waves from turbulent signals should be done with care, given the significant deviations from those curves that are possible.
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