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This work presents a new viscous wall boundary condition technique for embedded Cartesian grid schemes in order to model laminar viscous flows. The development of viscous effects modeling using pure Cartesian grids with cut cells at the surface has been hampered by the widely varying control volume sizes associated with the mesh refinement and the cut cells associated with the solid surface. This scheme removes the cells adjacent to the surface from the control volume formulation. These cells are instead solved via an interpolation technique which utilizes the wall boundary conditions to build the interpolating functions. Two different interpolation techniques are presented, one without considering wall curvature and one considering wall curvature. Results are compared to subsonic and supersonic two-dimensional airfoil cases.

Nomenclature

\begin{align*}
C_d & \quad \text{Drag coefficient} \\
C_f & \quad \text{Skin friction coefficient} \\
C_l & \quad \text{Lift coefficient} \\
C_p & \quad \text{Pressure coefficient} \\
c_p & \quad \text{Specific heat at constant pressure} \\
CFL & \quad \text{Courant-Friedrichs-Levy condition number} \\
K_w & \quad \text{Wall curvature constant combining curvatures and tangential velocity direction} \\
K_{\eta\xi} & \quad \text{Curvature of the surface along the } \xi \text{-direction} \\
K_{\eta\zeta} & \quad \text{Curvature of the surface along the } \zeta \text{-direction} \\
M & \quad \text{Mach number} \\
n & \quad \text{Normal vector from surface} \\
Pr & \quad \text{Prandtl Number} \\
p & \quad \text{Pressure} \\
R & \quad \text{Gas constant} \\
Re & \quad \text{Reynolds number} \\
T & \quad \text{Temperature} \\
u & \quad \text{Velocity vector} \\
\mathbf{u} & \quad \text{Velocity vector component} \\
x, y, z & \quad \text{Cartesian coordinate directions} \\
\gamma & \quad \text{Specific heat ratio} \\
\delta & \quad \text{Distance along surface normal} \\
\lambda & \quad \text{Velocity direction in the } \xi - \zeta \text{ plane} \\
\kappa & \quad \text{Thermal conductivity} \\
\mu & \quad \text{Dynamics viscosity} \\
\xi, \eta, \zeta & \quad \text{Geodesic coordinate system for surface curvature formulation} \\
c & \quad \text{Property at interpolation point along surface normal} \\
t & \quad \text{Vector property tangential to wall} \\
w & \quad \text{Property at wall} \\
0 & \quad \text{Stagnation properties} \\
9 & \quad \text{Surface cell centroid property in wall boundary condition development} \\
\infty & \quad \text{Freestream conditions}
\end{align*}

Introduction

CARTESIAN grids have been gaining popularity in the past several years because of the short grid generation times required for complex three dimensional configurations.1 This has motivated a number of researchers to develop inviscid, embedded grid Cartesian solvers that utilize the cut cell methodology to model the surfaces.2–4

While this has provided excellent results for inviscid solutions, Coirier and Powell5 demonstrated that extreme oscillations result near the cut cells for even simple geometries due to the non-positivity of the stencils used in several viscous flux reconstruction techniques. They demonstrated that all of the schemes they studied demonstrated (to some degree) a competition between the accuracy of the scheme and the viscous stencil positivity for non-uniform cells, i.e. any attempt to improve the accuracy/positivity adversely effected the resulting positivity/accuracy.

While Coirier and Powell demonstrated excellent agreement with their Euler Cartesian grid solver, even simple flat plate Blasius configurations proved difficult to accurately capture when there were cut cells in the computational domain. Coirier’s results for a Blasius flat plate configuration with the plate at an angle of 30° with respect to the x-axis show large oscillations in the skin friction coefficient. This non-smoothness problem
was also observed in Frymier’s work, but it was not attributed to the viscous stencil positivity. Thus, if general bodies need to be modeled for viscous solutions, then these solid surface boundary condition formulations are of little use.

In addition to the non-smoothness problems associated with the existing solid boundary treatment, the cut cells generated by the solid surface intersecting with the Cartesian cells require very small time steps to maintain the CFL restriction needed to ensure the stability of explicit time integration schemes. Thus, removing the surface cells from the finite volume formulation will provide the added benefit of relaxing the time step restriction.

**Cartesian Solver Description**

The Cartesian grid solver used for this work is NASCART-GT, an unsteady, three-dimensional solver developed at Georgia Tech. A summary of the features will be presented here, see Marshall for a detailed description.

NASCART-GT is an unsteady, three-dimensional embedded grid Cartesian solver of the full laminar Navier-Stokes equations without body forces and a perfect gas thermodynamic model. The governing equations are solved using Roe’s approximate Riemann solver coupled with a MUSCL data reconstruction technique for the inviscid fluxes and traditional finite differencing of the viscous terms. A pressure based limiter is applied to the reconstruction to dampen oscillations in high gradient regions. The overall accuracy of the scheme is as high as second order accurate in space.

The time integration is performed using a Hancock two-stage predictor-corrector scheme which is second order accurate in time. In order to accurately capture high gradient regions, a solution adaption scheme is used. The solution adaption scheme uses a combination of the velocity divergence and velocity gradient as a coarsening/refining metric.

Since no ghost-cells are used at the surface cells, the MUSCL data reconstruction limiter is used to avoid creating a computational stencil with cells that are interior to the body. This has the effect of possibly lowering the order of accuracy of the data reconstruction for some cells near the surface.

**Wall Boundary Condition Development**

The wall boundary condition development presented here removes the surface cells from the finite volume formulation discussed above. Instead, the state for these cells is determined from an interpolation of the surrounding cells with the wall boundary conditions as additional constraints. Notice that this treatment removes the arbitrarily small cut cells from the finite volume formulation and increases the allowable time step size, a side benefit explored in another paper.

The formulation of the surface cell properties utilizes the state at a point normal to the surface which can be based on the surrounding cells, see figure 1. The state at point 'c' is constructed either directly from the state of the cell containing point 'c' (in this case labeled '5'), or by using a distance weighted interpolation of the of the surrounding cells (in this case cells '1' through '9'). The distance weighted interpolation places a restriction on the cells surrounding the surface cell such that all of the cells neighboring the reference cell and the reference cell itself must be at the same refinement level as the surface cell.

Using the state at point 'c', the state at the centroid of the surface cell, labeled '9', (or the wall location, labeled 'w') can be developed by using one-dimensional relationships along the line Bw. The specifics of the state reconstruction depends on whether the wall curvature is to be considered.

![Fig. 1 Example Configuration for Solid Boundary Treatment](image)

**Flat Wall Development**

The viscous formulation is separated into two cases, one if the flow at point 'c' is subsonic and another if it is supersonic.

**Subsonic Case**

The surface cell velocity is first determined by an interpolation procedure along the line Bw from point 'c' to the wall utilizing the no slip wall boundary condition. The resulting relationship is

\[
\begin{align*}
\frac{\delta}{\delta_n} &= \left. \frac{u_C}{\delta_C} \right|_{n} \\
\frac{\delta}{\delta_C} &= \left. \frac{u_C \cdot n}{\delta_C} \right|_{n} \\
\end{align*}
\]

where \(\delta_c\) and \(\delta_0\) are the distances from point 'w' to points 'c' and '9', respectively. This has the effect of linearly decreasing the tangential velocity to zero and quadratically decreasing the normal velocity to zero at the wall.

Next, the pressure at point '9' can be determined by using the normal momentum equation for a flat wall to get

\[
\frac{dp}{dn} = 0
\]
which when used in a first order forward finite difference approximation yields

$$p_0 = p_c$$ \hspace{1cm} (3)

To close the thermodynamic system and enforce the final wall boundary condition, the temperature for the surface cell is determined. For an adiabatic wall boundary condition, a first order finite difference formulation for the wall heat flux yields the simple relation

$$T_g = T_c$$ \hspace{1cm} (4)

While for the isothermal case, a simple linear interpolation along $B_\text{w}$, yields

$$T_g = \frac{\delta_T}{\delta_\eta} T_c + \left(1 - \frac{\delta_T}{\delta_\eta}\right) T_w$$ \hspace{1cm} (5)

Supersonic Case

The supersonic case should be a pathological case since the wall cell must be in the boundary layer (thus subsonic), but it is applicable when the solution domain is initialized using the freestream values. If the wall angle produces a shock then the subsonic viscous velocity formulation is used to determine the velocity direction and the oblique shock relations are used to calculate the velocity magnitude and the thermodynamic conditions.

Curved Wall Development

While the basic model does address many of the problems with the viscous flux stencil positivity mentioned above, an enhanced version of the wall boundary conditions is presented in the curved wall model. Specifically, utilizing the surface curvature in an effort to ease the grid refinement criteria around regions of high curvature, and utilizing the governing equations to develop the interpolation relationships. The surface curvature modification requires the governing equations to be transformed into geodesic coordinates in order to incorporate the surface curvature terms. See Marshall\(^7\) for the derivation details associated with the full Navier-Stokes and the boundary layer equations in both two- and three-dimensions for geodesic coordinates. The net result of this treatment is that the surface curvature is needed along the two coordinates on the surface ($\zeta$ and $\xi$). The curvature of the surface along the $\xi$-direction is denoted as $K_{\eta \xi}$ and along the $\zeta$-direction is denoted as $K_{\eta \zeta}$. See figure 2 for an example surface.

There are two important equations that will be used in this work, the normal momentum equation and the energy equation. The normal momentum equation is used to improve the pressure determination into a quadratic interpolation, and the energy equation is used to improve the temperature determination into a quadratic interpolation.

The normal momentum equation in the geodesic formulation is

$$\frac{\partial p}{\partial \eta} = \rho \left[ K_{\eta \xi} u_\xi^2 + K_{\eta \zeta} u_\zeta^2 \right] + \rho u_i^2 \left[ K_{\eta \xi} \xi \cos^2 \lambda + K_{\eta \zeta} \xi \sin^2 \lambda \right]$$ \hspace{1cm} (6)

where $u_i$ is the tangential component of the velocity vector. Unlike the inviscid formulation of the normal momentum equation, this equation holds throughout the boundary layer and not just at the wall, as long as the curvatures are evaluated at the point in the boundary layer and not on the surface.

The energy equation in the geodesic formulation is

$$\rho \frac{\partial H}{\partial t} + \rho \left[ \frac{1}{h_\xi} u_\xi \frac{\partial H}{\partial \xi} + u_\eta \frac{\partial H}{\partial \eta} + \frac{1}{h_\zeta} u_\zeta \frac{\partial H}{\partial \zeta} \right]$$

$$= \frac{\partial p}{\partial t} + \frac{\partial \xi}{\partial \xi} + \frac{\partial \eta}{\partial \eta} \left[ \frac{\mu}{Pr} \frac{\partial H}{\partial \eta} \right]$$

$$+ \frac{\partial \zeta}{\partial \zeta} \left[ \mu \left(1 - \frac{1}{Pr}\right) \left( u_\xi \frac{\partial u_\eta}{\partial \eta} + u_\eta \frac{\partial u_\xi}{\partial \eta} \right) \right]$$ \hspace{1cm} (7)

If steady state is assumed and the equation is applied to the wall (where $u = 0$), then equation (7) becomes

$$\frac{\partial}{\partial \eta} \left[ \frac{\mu}{Pr} \frac{\partial H}{\partial \eta} \right]_w + \frac{\partial}{\partial \eta} \left[ \mu \left(1 - \frac{1}{Pr}\right) \left( u_\xi \frac{\partial u_\eta}{\partial \eta} + u_\eta \frac{\partial u_\xi}{\partial \eta} \right) \right]_w = 0$$ \hspace{1cm} (8)

where all derivatives are taken at the wall. Converting this from stagnation enthalpy to temperature, $H = C_p T + U^2 / 2$, and recalling the constant specific heats assumption of NASA-CART-GT yields as well as the boundary layer assumptions that the tangential velocity is much larger than the normal velocity (i.e. $u_t \gg u_\eta$), the linear velocity profile assumption yields

$$\frac{\partial^2 T}{\partial \eta^2} \big|_w + \frac{Pr}{C_p} \left( \frac{\partial u_t}{\partial \eta} \right) \big|_w \left( \frac{\partial u_t}{\partial \eta} \right) \big|_w + \frac{1}{\mu_w} \frac{\partial \mu}{\partial \eta} \big|_w \frac{\partial T}{\partial \eta} \big|_w = 0$$ \hspace{1cm} (9)

Finally, if the assumption of constant viscosity at the wall is used then the boundary layer energy equation at the wall becomes

$$\frac{\partial^2 T}{\partial \eta^2} \big|_w = -\frac{Pr}{C_p} \left( \frac{\partial u_t}{\partial \eta} \right) \big|_w \left( \frac{\partial u_t}{\partial \eta} \right) \big|_w $$ \hspace{1cm} (10)
As with the flat wall boundary conditions, the viscous formulation is separated into two cases, one if the flow at point ‘c’ is subsonic and another if it is supersonic.

Subsonic Case The subsonic viscous wall conditions start with an assumption of the velocity profiles. The direction of the tangential velocity is assumed constant. Since there are only two conditions available to build a velocity profile around, the velocity at point ‘c’ and the no-slip boundary condition at the wall, the velocity profiles are limited to linear profiles defined as

\[ u_\eta = \frac{\delta}{\delta c} u_{\eta,c} \]
\[ u_t = \frac{\delta}{\delta c} u_{t,c} \]  

For the pressure boundary condition there are three conditions known, the pressure at point ‘c’ and \( \frac{\partial p}{\partial \eta} \) at the wall as well as point ‘c’ from the boundary layer equations in geodesic coordinates presented above. Applying the normal momentum equation of the boundary layer equation (6) to these conditions yields

\[ \frac{\partial p}{\partial \eta}_w = 0 \]
\[ \frac{\partial p}{\partial \eta}_c = \rho_c u_{\eta,c} K_c \]  

\[ K_c = K_\eta \delta_c \cos^2 \lambda_c + K_\zeta \sin^2 \lambda_c \]

where \( K_c \) is the combined curvature effects in the \( \xi \) and \( \zeta \) directions at point ‘c’ (not at the wall). With three conditions a quadratic profile can be used to describe the pressure distribution throughout the boundary layer to get

\[ p = \frac{1}{2} \left( \rho_c u_{\eta,c} K_c \delta_c \right) \left( \frac{\delta}{\delta c} \right)^2 + p_c \]  

The development of the final condition, temperature, utilizes the compressible boundary layer energy equation in geodesic coordinates presented above. This equation along with the known state at point ‘c’ and the wall thermal boundary condition (either adiabatic or isothermal wall) yield three conditions. Therefore a quadratic profile can be used to describe the temperature distribution throughout the boundary layer for the adiabatic wall boundary condition, \( \frac{\partial T}{\partial \eta}_w = 0 \), which results in the following:

\[ T = -\frac{Pr}{2C_p} u_{\eta,c}^2 \left( \frac{\delta}{\delta c} \right)^2 - \frac{T_c}{\delta c} + T_c \]  

For the isothermal wall boundary condition, \( T_w \) is specified, which results in the following equation for the temperature profile

\[ T = -\frac{Pr}{2C_p} u_{\eta,c}^2 \left( \frac{\delta}{\delta c} \right)^2 - \frac{T_c}{\delta c} + T_w \]  

Supersonic Case As with the basic model, this pathological case is treated by using the oblique shock relation from above to calculate the velocity magnitude and the thermodynamic conditions, while the velocity direction is obtained from the subsonic formulation.

Results

The following cases demonstrate the effectiveness of the new viscous wall boundary conditions presented above. The first case is a subsonic NACA-0012 airfoil flow. This is followed by a supersonic NACA-0012 airfoil flow.

Subsonic NACA-0012 Airfoil

This test case is a NACA-0012 airfoil in a flow at an angle-of-attack of \( \alpha = 10^\circ \) and a freestream Reynolds number of \( Re_{\infty} = 500 \). The computational boundaries are approximately 10 chords around the airfoil. Solutions are presented on a computational domain with a root grid dimension of 240x216 and 4 levels of refinement. In addition, solution adaption is performed every 2000 iterations starting after 1000 iterations. The final grids for the flat wall solution consists of 105,565 cells and 105,535 cells for the curved wall solution. Also, a curvature maximum of 40.0 is imposed in order to limit the large pressure gradients that can result near the leading edge. Figure 3 shows the final grid for the curved wall solution.

Fig. 3 Final Computational Domain for Subsonic NACA-0012 Flow

The results from this case are compared with the results from Casalini and Dadone,1 whose results compare quite well to a collection of results from Bristeau et
from an international workshop on compressible Navier-Stokes solvers. The Casalini and Dadone results are from a structured grid solution with 256x64 (16,384) cells.

Figure 4 shows the surface pressure coefficient comparison between the NASCART-GT solutions and the results from Casalini and Dadone. The flat wall and curved wall solutions show little differences between each other. They both capture the suction peak near the leading edge reasonably well, and slightly over-predict the lower surface pressure. In general, the agreement between the reference solution and the NASCART-GT surface pressure coefficient distributions is good.

Figure 5 shows the skin friction coefficient comparison between the NASCART-GT solutions and the results from Casalini and Dadone. Here, the leading edge skin friction coefficient is not well resolved until $x/L$ of 0.1 on the upper surface and 0.15 on the lower surface. This is simply a grid resolution problem that would require multiple levels of grid cells along the body to reasonably capture the leading edge effects, which is currently not an option in NASCART-GT. Adding this functionality would require careful examination of the viscous stencil positivity criteria discussed by Coirier and Powell in order to ensure that non-smoothness is not introduced into the solution. Notice that there are no large oscillations in the skin friction coefficient as was shown by other cut cell Cartesian approaches. Generally, after the leading edge resolution problem, there is excellent agreement between the reference skin friction coefficient and the NASCART-GT solutions.

Figures 6 and 7 show the Mach contours for the flat wall and curved wall solutions, respectively. Figure 8 shows the Mach contours from the Casalini and Dadone reference. All three figures use a $\Delta M = 0.05$ for the contours. Both wall boundary conditions do an excellent job of capturing the flow features throughout the computational domain. In particular the recirculation region is clearly evident in both solutions.

Finally, table 1 shows the lift and drag coefficients as well as the separation point for the flat wall and curved wall cases. These results are again compared to the Casalini and Dadone references mentioned above. The flat wall boundary condition over predicts the lift coefficient by 5.1% and slightly under predicts the drag coefficient by 1.6%. The curved wall boundary condition also over predicts the the lift coefficient by 5.6% and slightly over predicts the drag coefficient by 2.0%. An examination of the skin friction coefficients for both solutions shows that the separation point occurs around $x/L$ of 0.41 for the flat wall and curved wall solutions, which is 0.08 chords off of the location from Casalini and Dadone of 0.33.

<table>
<thead>
<tr>
<th></th>
<th>flat wall</th>
<th>curved wall</th>
<th>Casalini &amp; Dadone</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_l$</td>
<td>0.413</td>
<td>0.415</td>
<td>0.393</td>
</tr>
<tr>
<td>$C_d$</td>
<td>0.249</td>
<td>0.248</td>
<td>0.253</td>
</tr>
<tr>
<td>$x_{sep}/L$</td>
<td>0.41</td>
<td>0.41</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table 1 Subsonic Viscous NACA-0012 Lift and Drag Results
This test case is a NACA-0012 airfoil in a $M_\infty = 2.0$ flow at an angle-of-attack of $\alpha = 10^\circ$ and a freestream Reynolds number of $Re_\infty = 1000$. The computational boundaries are 1 chord ahead of the airfoil, 6 chords behind the airfoil and 5 chords above and 3 chords below the airfoil centerline. Solutions are presented on a computational domain with a root grid dimension of 256x256 and 4 levels of refinement. In addition, solution adaption is performed every 5000 iterations starting after 1000 iterations. The final grids for the flat wall solution consists of 158,842 cells and 158,947 cells for the curved wall solution. Also, a curvature maximum of 40.0 is imposed in order to limit the pressure gradients caused by the highly curved regions of the leading edge. Figure 9 shows the final grid for the curved wall solution.

The results from this case are compared with the results from Arminjon and Madrane,\textsuperscript{11} whose results compare quite well to a collection of results from Müller et al.\textsuperscript{12} from an international workshop on compressible Navier-Stokes solvers. The Arminjon and Madrane results are from an unstructured grid solution with 7962 vertices. The Müller results are from a structured grid solution with 257x257 (66,049) cells.

Figure 10 shows the surface pressure coefficient comparison between the NASCART-GT solutions and the results from Arminjon and Madrane. Both solutions generally show excellent agreement with the reference data. In general, there is nice agreement between both solutions and the reference data and no significant differences between the curved wall or flat wall solutions.

Figure 11 shows the skin friction coefficient for this case. This shows that again there are no large scale oscillations in the skin friction coefficient due to the varying surface cell sizes. There are, however smaller oscillations that are still apparent.

Figures 12 and 13 show the Mach contours for the flat wall and curved wall solutions, respectively. Figure 14
Fig. 11 Supersonic Viscous NACA-0012 Skin Friction Coefficient

shows the Mach contours from the Arminjon and Madrane reference. All three figures use a $\Delta M = 0.1$ for the contours. Both wall boundary condition cases do an excellent job of capturing the flow features throughout the computational domain. The bow shock is crisply captured in both solutions.

![Mach Contours for Supersonic Viscous NACA-0012 Flow Curved Wall](image)

Finally, table 2 shows the lift and drag coefficients for the flat wall and curved wall cases. These results are compared to the Müller et al. reference mentioned above. The flat wall boundary condition slightly under-predicts the lift coefficient by 2.8% compared to Müller et al. For the drag coefficient, the flat wall over-predicts both results by 6.8%. The curved wall boundary condition under-predicts the results of Müller et al. by 3.1%. For the drag coefficient, the curved wall boundary condition slightly over-predicts by 5.8%.

Table 2 Supersonic Viscous NACA-0012 Lift and Drag Results

<table>
<thead>
<tr>
<th></th>
<th>flat wall</th>
<th>curved wall</th>
<th>Müller$^{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_l$</td>
<td>0.3292</td>
<td>0.3284</td>
<td>0.3388</td>
</tr>
<tr>
<td>$C_d$</td>
<td>0.2685</td>
<td>0.2662</td>
<td>0.2515</td>
</tr>
</tbody>
</table>

Conclusions

This research has provided insight into ways of extending the functionalities of Cartesian grid solvers into viscous effects modeling via novel boundary condition treatments. The non-smoothness associated with the non-positivity of the viscous flux stencil for the surface cells have been greatly reduced in NASCART-GT by separating the surface cells from the finite volume formulation that is used to solve the rest of the computational domain. While the surface cells are not part of the finite volume formulation, their state is still determined by applying physically based conditions that are consistent with the boundary conditions associated with the surface. While this boundary condition treatment removes the formal conservative nature of the solver for these surface cells, preliminary experiments show that the non-conservativeness is very minimal$^7$.

This new viscous solid boundary treatment developed for NASCART-GT removes the surface cells from the...
finite volume formulation in order to address the non-smoothness and small time steps associated with the cut cell treatment. The state at the surface cells is determined by applying interpolation functions and the solid surface boundary conditions with either flat or curved wall approximations. This new treatment shows significant progress towards utilizing cut cell Cartesian grid methods for general bodies in viscous flows. In all cases presented, the interpolation formulations produce reasonable results without the non-smoothness problems associated with the stencil positivity in the viscous cases. The integrated quantities of lift and drag are well predicted with both the flat wall and curved wall boundary conditions, without significant improvements associated with the curved wall boundary conditions. The solid surface quantities compare well to existing results, with some cases showing difficulties near the leading edge. This difficulty is caused by the uniform surface cell size limitation imposed by the viscous scheme in order to avoid the viscous stencil positivity problem.

While, these results show significant improvements in the handling of viscous solutions on Cartesian grids, there are several areas of research that need to be examined further. In order to address the accuracy problems in the leading edge regions of the surface, the functionality of having multiple levels of refinement on the surface needs to be added to NASCART-GT. This needs to be carefully studied since Coirier showed non-smoothness problems can arise even in regions where the cell sizes change is comparable to the changes at a refinement boundary. One possible approach to these surface refinement regions is to use a viscous flux reconstruction stencil based on the modified diamond-path Green-Gauss developed by Delaney et al.13
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