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ABSTRACT

Node Classification on Relational Graphs using Deep-RGCNs

Nagasai Chandra

Knowledge Graphs are fascinating concepts in machine learning as they can hold usefully structured information in the form of entities and their relations. Despite the valuable applications of such graphs, most knowledge bases remain incomplete. This missing information harms downstream applications such as information retrieval and opens a window for research in statistical relational learning tasks such as node classification and link prediction. This work proposes a deep learning framework based on existing relational convolutional (RGCN) layers to learn on highly multi-relational data characteristic of realistic knowledge graphs for node property classification tasks. We propose a deep and improved variant, Deep-RGCNs, with dense and residual skip connections between layers. These skip connections are known to be very successful with popular deep CNN-architectures such as ResNet and DenseNet. In our experiments, we investigate and compare the performance of Deep-RGCN with different baselines on multi-relational graph benchmark datasets, AIFB and MUTAG, and show how the deep architecture boosts the performance in the task of node property classification. We also study the training performance of Deep-RGCNs (with N layers) and discuss the gradient vanishing and over-smoothing problems common to deeper GCN architectures.
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Chapter 1

INTRODUCTION

The general learning task in a machine learning algorithm is to learn a mapping from a given feature vector to an output prediction of some form. This output prediction could be a class label (classification), a regression score, or a latent vector. Euclidean data’s feature vector can be embedded directly from an object alone, i.e., from pixels of an image or a set of words from a document. In contrast, in the non-Euclidean data structures, like graphs, an object’s representation can contain its relationships with other items. These graphs have the advantage of holding valuable information about relations (i.e., edges) between individual entities (i.e., nodes), adding an extra dimension to the data. We can leverage this extra dimension for better results in various machine learning tasks. For example, one might recommend new friends to a user in a social network [64], classify a protein’s role in a biological interaction graph [2], efficiently segment large point clouds [88], or predict a person’s part in a collaboration network [90].

1.1 Knowledge Graphs

Knowledge graphs (KGs) are a specific type of graph. The edges in knowledge graphs are directed, i.e., the relations form an asymmetric triplet of the form subject-predicate-object and multi-relational, i.e., there are different edges for different types of ties. The phrase “knowledge graph” had gained most of its popularity when Google announced Google Knowledge Graph in 2012 [78], followed by further news of the de-
velopment of knowledge graphs by large-scale companies such as Amazon [44], eBay [69], Facebook [64], IBM [19], LinkedIn [71], Microsoft [77], Airbnb [12], and so on.

The increasing proliferation of non-Euclidean data in real-world setting has fueled knowledge graphs’ popularity, leading to several (sometimes conflicting) definitions of the phrase “knowledge graph.” In this thesis, we adopt a particular definition from Hogan et al. [35]. We view a knowledge graph as a graph of data intended to accumulate and convey knowledge of the real world, whose nodes represent entities of interest and whose edges represent these entities’ relations. Figure 1.1 shows a sample knowledge graph where the nodes are entities and the edges are relations between the entities. KGs can be broadly distinguished based on their practical usage as open knowledge graphs and enterprise knowledge graphs. As explained by its name, open knowledge graphs are often published online, making their content accessible for the public good. Some examples of such large open KGs include DBPedia [48], Wikidata [87], Freebase [7], YAGO [34], etc. Enterprise KGs are typically developed and maintained internally in a company and applied for commercial use-cases. Some examples of prominent industries using enterprise KGs are Google [78] (for web search); Amazon [21], Airbnb [12], and eBay [69] (for commerce); Facebook [64] and LinkedIn [71] (for social networks); and companies like Bloomberg [56], Capital One [10], and Accenture [23] (for finance). The applications of such enterprise KGs include search [78], risk assessment [82], automation, personal agents [69], recommendations [[12], [21], [71]], advertising [71], business analytics [71], and more.

Despite such a comprehensive set of applications offered by the employment of KGs and the outstanding efforts invested in their creation and maintenance, even the most extensive knowledge bases (like DBPedia [48] and YAGO [34]) remain incomplete. This missing information in knowledge graphs harms the downstream applications and opens an opportunity for statistical relational learning (SRL) [43] research. SRL [43]
is a subdiscipline of artificial intelligence and machine learning concerned with domain
models that exhibit uncertainty and complex, relational structure. SRL emphasizes
many canonical tasks that deal with graph structures, such as collective (or node)
classification, link prediction, link-based clustering, knowledge base completion, etc.

1.2 Graph Convolutional Networks

In recent years, graph convolutional networks (GCNs) [41], a subset of convolu-
tional graph neural networks (ConvGNNs) [[93], [16], [11]], have been gaining a lot
of momentum, aiding in KB completion tasks. These GCNs operate directly on
non-Euclidean graph data and are very promising for applications that depend on
information modality. GCNs can be understood as a special case of a simple differ-
entiable message-passing framework [26]. At each convolutional layer, the incoming
information from neighboring nodes for each node is accumulated and passed through
an element-wise activation function. Since the inception of GCNs, many GCN vari-
ants [[13], [29], [3], [1], [54], [94], [42]] were proposed, achieving state-of-the-art results
in tasks such as graph classification, node classification, link prediction, and so on. An
overview of such variants of GCN is provided in the Background and Related Works
sections. Despite such success of GCN frameworks, most of them do not credit the
different types of relations available in realistic knowledge graphs, making them only
suitable for graphs with a single or a low number of relation types. Schlichtkrull et
al. [75] addressed this problem and proposed the R-GCN framework, which accu-
mulates relation-specific transformed feature vectors of neighboring nodes through a
normalized sum. The R-GCN framework is very similar to the GCN [41] architecture,
except the relation-specific transformations introduced consider each edge’s type and
direction. The R-GCN model achieved state-of-the-art results in node classification
and link prediction tasks for highly multi-relational graphs.

One may note an analogy between ConvGNNs and traditional convolutional neural
networks (CNNs) [47] that have gained a lot of attention, particularly for machine
learning tasks involving images. The core idea behind CNNs in image settings is to
apply small kernels (or filters) over localized regions (sets of pixels) of an image using
a convolution operator to extract features from that local region, together with all
regions, leading to a feature map of the image. However, a fundamental difference
in ConvGNNs for graphs is how regions of a graph are defined. Unlike the pixels of
an image, nodes in a graph may have a varying number of neighbors. Convolutional
kernels have been applied to data extracted from graphs in some previous works. For
example, the ConvE [18] model wraps the source and relation vectors into matrices
and concatenates them. A 2-D convolutional network then transforms the concate-
nated matrix into a feature map, which is finally used to make predictions of missing
data.

One of the reasons behind the popularity of CNNs in ML tasks involving images is
the ability to design and reliably train very deep CNN models [[31], [40], [37]]. For
example, the ResNet-152 [31] architecture has 152 convolutional layers, with residual
connections between the layers. However, this is not the same in GCNs, as most ar-
chitectures proposed so far involving graph convolution layers are shallow (not more than four layers). An obvious challenge of adding more graph convolution layers is the well-known vanishing gradient problem [33]. Back-propagating through these convolution layers leads to graph nodes’ features converging to the same value. The same phenomenon occurs in deep stacks of convolution layers in CNN architectures as well. However, this problem has been alleviated by introducing residual [31], and dense [37] connections between the layers. In this work, we adopt the positive impact of dense connections and residual skip connections from CNN-based architectures such as DenseNet and ResNet and add this feature to the above-mentioned R-GCN architecture. One notable challenge/difference to notice is that a graph representation is specifically different from feature representations of images. To cope with these differences, we introduce a fusion block at the tail of the R-GCN layers. The fusion block is responsible for fusing the global semantic and multi-scale local features. The fusion is done by a concatenation operation of features from all R-GCN layers and passing the output through a 1 x 1 convolution layer followed by a max-pooling layer. We propose DenseR-GCN and ResR-GCN, deep architectures based on R-GCN layers with dense and residual connections, and evaluate their performance for node property classification tasks. Our proposed frameworks are different from R-GCN [75]. They comprise up to 14 layers of relational graph convolution layers with dense and residual connections to alleviate the vanishing gradient problem, while the R-GCN [75] model comprises only two relational graph convolution layers. We compare the results of different variants, namely, ResR-GCN-7, ResR-GCN-14, DenseR-GCN-7, DenseR-GCN-14, PlainR-GCN-2, PlainR-GCN-7, PlainR-GCN-14 on semi-supervised learning task for node classification on multi-relational knowledge graphs. We show how deeper architectures with residual and dense connections outperform R-GCN and deeper R-GCN concerning lower training losses and higher test accuracies.
1.3 Background Organization

The background section is organized as follows: a detailed introduction of deep CNN architectures ResNet [31] and DenseNet [37], a brief overview of some popular inductive techniques applied to knowledge graphs, mainly knowledge graph embeddings and graph neural networks, a summary of a few approaches involving spectral and spatial representations of graphs, and some techniques that employ attention mechanism that prioritizes features from essential nodes. These concepts are followed by a brief description of the GCN and R-GCN models. We further provide a quick review of R-GCN with its results for entity classification on multi-relational knowledge graphs such as AIFB, AM, MUTAG, and BGS datasets.

Related works will cover the variants of GCN approaches proposed and recent works revolving around Deep-GCNs for semantic segmentation in point clouds and node classification in protein-protein interaction graphs. These concepts are followed by an overview of state-of-the-art baselines on multi-relational RDF datasets, such as RDF2Vec embeddings [73], Weisfeiler-Lehman kernels (WL) [76], and hand-designed feature extractors (Feat) [67].

This thesis presents a brief review of graph representation learning techniques for multi-relational data. To the best of our knowledge, we are the first to investigate the behavior of residual and dense connections in combination with deep structures of R-GCN layers. We study that residual and dense connections significantly help in training and help alleviate the vanishing gradient and over-smoothing problems.
2.1 Convolutional Neural Network

To better understand graph convolutional networks (GCNs) concepts, we summarize the well-known CNN and some popular deep CNN architectures, namely, ResNet [31] and DenseNet [37]. A convolutional neural network (CNN, or ConvNet) is a popular class of deep neural networks, most commonly applied in computer vision tasks. The concept of a CNN is analogous to neurons’ connectivity pattern in the human brain and was inspired by the Visual Cortex organization. Individual neurons respond to stimuli only in a restricted region of the visual field known as the Receptive Field. A CNN is a multi-layer neural network (NN) architecture that contains convolutional layer(s) pursued by fully connected (FC) layer(s). Subsampling layers can exist between the convolution and fully connected layers. The primary building block of a CNN is a convolution layer. This layer determines the output of associated inputs in the receptive field. This output is achieved through kernels, which are convolved over the information data’s height and width, computing the dot product between the input and filter values, building a 2-D activation map of that filter. With this convolution layer, a CNN can learn those filters quickly, which activate when a particular type of feature at some spatial position of the input is observed. Despite the advantages of using convolution layers, more layers lead to a phenomenon that commonly occurs while training recurrent neural networks, called the vanishing gradient problem, requiring us to use small learning rates with gradient descent. The vanishing gradient problem is a phenomenon where the gradient will quickly end up
being vanishingly small, effectively preventing the weight from changing its value. Many approaches were proposed to alleviate this problem, and we will summarize the popular methods, namely, residual skip connections and dense connections, in the following sub-sections.

Figure 2.1: A simple 5 layer CNN architecture for MNIST classification [65]

Apart from the convolution layer, the CNN architecture can also include other types of layers:

- A nonlinear function plays an important role. The main objective of a nonlinearity layer is to transform the input signal to the output signal, and that signal will be utilized as an input in the next layer. Some popular types of nonlinear functions are sigmoid, Tanh, ReLU, LeakyReLU, PReLU, and ELU.

- CNN can have local or global subsampling (pooling) layers that add a neuron’s outputs at one layer into an individual neuron in the following layer. Its main objective is to scale down the representation’s spatial size to diminish the number of parameters and calculations in the model. It speeds up the calculations...
and averts the problem of overfitting that the CNN architecture may cause. Max and average pooling layers are the most commonly used pooling layers.

- Fully connected layers (FCs) are standard deep NNs, which seek to build the predictions from the activations to be used for classification or regression. Their principle is similar to conventional MLPs. This layer acquires the complete connections to every activation in the antecedent layer, and the activations can be calculated by using matrix multiplication followed by a bias offset.

- Finally, the classification layer is used to guide the training process of a NN. Different loss functions may be suitable at this layer depending on the ML task, like, softmax, cross-entropy, etc.

![Diagram of channel-wise concatenation in a DenseNet block](image)

**Figure 2.2:** A representation of channel-wise concatenation in a DenseNet block [84]

### 2.1.1 Dense Connections

This architecture is proposed by Huang et al. [37], where every layer is coupled in a feed-forward manner. This model with $L$ layers has $L(L+1)/2$ direct connections. It concatenates the output feature maps and incoming feature maps; therefore, each layer acquires collective knowledge from all previous layers. The dense connections
proposed in this architecture have significantly reduced the vanishing gradient problem, minimizing the number of parameters and reusing features. This architecture has attained state-of-the-art performance on several benchmark datasets, including CIFAR-100 [45], ImageNet [17], and SVHN [60]. However, the only drawback is that the dense connections utilize much extra memory for tensor concatenations. One way to overcome this memory issue is to strategically allocate shared memory [70] for intermediate concatenation results. The subsequent layers are allowed to overwrite the intermediate results of previous layers. These intermediate results are recalculated during backward propagation. This method could significantly solve the memory issues at the cost of computing time dedicated for re-calculations. We leave this approach of shared memory allocation for intermediate results for future works.

We adopt the naive implementation of dense connections to our architecture to alleviate the vanishing gradient descent problem in deep relational graph convolutional networks. We show the positive effect of dense connections by comparing the proposed deep neural network model, DenseR-GCN, with a bare block of an equal number of layers.

2.1.2 Residual Skip Connections

The ResNet is a similar kind of deep CNN architecture that uses residual skip connections between the convolution layers. The ResNet is an extremely deep model with 152 layers that makes advanced traces in categorization, localization, and detection with one magnificent model. The residual block in this architecture addresses the vanishing gradient problem caused by training a deep model by commencing identity skip connections so that layers can copy their inputs to the next layer. The idea is simple; each next layer should learn something new and divergent from the input given.
He et al. [31] proposed this architecture for improved recognition of images. The ResNet has attained state-of-the-art results by reducing the top-1 error for the ImageNet benchmark dataset that contains 1000 classes. We implement residual skip connections between relational graph convolutional layer blocks and evaluate node classification performance on the multi-relational knowledge graphs AIFB and MUTAG. We call the deep variant with residual skip connections between R-GCN layers as ResR-GCN and compare it with a bare block of an equal number of R-GCN layers alongside other baselines.

2.2 Knowledge Graph Embeddings

Machine learning applications on knowledge graph data can broadly be divided into two types; applications of knowledge graph refinement (knowledge base completion tasks) and knowledge graphs for downstream applications such as information retrieval, question answering, recommender systems, etc. However, traditional machine learning techniques assume their input representations as numeric vectors, which are quite different from how knowledge graph representations are usually expressed. The concept of knowledge graph embeddings resolves this difference. The main goal of knowledge graph embedding techniques is to create a dense representation of the graph (i.e., embed the graph) in a low-dimensional, continuous vector space that can
be used for machine learning tasks. Typically, a graph’s overall embedding is composed of an entity embedding for each available node and a relation embedding for each edge label. Figure 2.4 shows how embedding methods generate representations of the knowledge graph elements embedded in a vector space. These embedded vectors’ overall goal is to abstract and preserve the knowledge graph’s latent structures in hand. Another similar approach of using algorithms to detect communities or clusters, find central nodes and edges, etc., fall under graph analytics for unsupervised tasks. As our main objective in this thesis is to study (semi)-supervised node classification in graph data structures, we shall not divert the flow towards graph analytics concepts. We stick to self-supervised learning using knowledge graph embeddings and supervised learning techniques using graph neural networks in this section.

A wide range of knowledge graph embedding techniques have been proposed, and we provide a high-level introduction to some popular methods, as follows:

- Translational models: These models interpret edge labels as transformations from subject nodes to object nodes. TransE 2013 [9] is the first kind of translational model, where the basic idea is to make the sum of the head vector and relation vector as close as possible with the tail vector. Either L1 norm...
or L2 norm is used to measure the distance between the vectors. As an improvement to TransE, TransH 2014 [92] aims to deal with one-to-many/many-to-one/many-to-many relations and does not increase the model’s complexity or make the training hard. TransH interprets a relation as a translating operation on a hyperplane. Unlike TransE and TransH, TransR 2015 [55] does not assume that entity and relation vectors exist in the semantic space, as each entity can have many aspects. Different relation pays attention to the different aspects of the entity. TransR models entities and relations in two distinct spaces, i.e., an entity space and multiple relation spaces (relation-specific entity spaces), and performs the translation in the corresponding relation space. TransD 2015 [38] uses two vectors to represent each entity and relation. The first vector represents the meaning for an entity or a relation, and the second vector (called projection vector) is used to construct mapping matrices. Recently in 2019, RotatE [80] proposed translational embeddings in complex space, which allows capturing more characteristics of relations, such as direction, symmetry, inversion, antisymmetry, and composition.

- Tensor decomposition models: Another approach to derive graph embeddings is to apply methods based on tensor decomposition. The term tensor refers to a multidimensional numeric field that generalizes scalars, vectors, and matrices towards arbitrary dimensions. Tensor decomposition involves decomposing a tensor into lower-order tensors from which the original tensor can be recomposed (or approximated) by a fixed sequence of basic operations. These low-order or elemental tensors can be viewed as capturing latent factors underlying the information contained in the original tensor. Some of the popular approaches based on tensor decomposition are DistMult [95], RESCAL [63], HolE [62], ComplEx [83], SimplE [39], and TuckER [5].
• Neural models: Some approaches use neural networks to learn embeddings with non-linear scoring functions for plausibility scores. One of the earliest proposed neural models was Semantic Matching Energy (SME) 2014 [8], which learns weights for two functions so that the dot product of the function results gives the embeddings. Some other neural models proposed are Neural Tensor Networks (NTN) 2013 [79], Multi-Layer Perceptron 2014 [20], ConvE 2018 [18] (convolutional kernels), HypER 2019 [4], etc.

• Language models: Embedding techniques like word2vec [58] and GloVe [68] were initially explored to represent natural language within machine learning frameworks. These approaches compute embeddings for words based on large corpora of text such that words/tokens used in similar contexts have similar vectors. A significant contrast between graphs and text in natural language is that the text consists of arbitrary-length sequences of terms while a graph consists of an unordered set of sequences of three terms. Along these lines, RDF2Vec [73] was proposed. It performs random walks on the graph and records the paths as “sentences,” which are then fed as input into the word2vec model. Another similar model, KGloVe [15], based on the GloVe model, has also gained some popularity. KGloVe uses a personalized PageRank technique to determine the most related nodes to a given node, whose results are then fed into the GloVe model.

• Ontology/rule-based models: These approaches use a given set of rules or ontology to refine the predictions made by embeddings. One such technique is KALE [27]. This method computes entity and relation embeddings using TransE adapted to consider further rules using t-norm fuzzy logics.

For further discussion and examples of knowledge graph embedding methods, we refer the reader to Section 5.2 of a recently published survey, Knowledge Graphs [35], by
Hogan et al. 2021 and a recent study by Palmonari et al. [66], summarizing the state-of-the-art in the field of knowledge graph embeddings.

2.3 Supervised Learning with Graph Neural Networks (GNNs)

In this section, we give an overview of custom machine learning models adapted for graph-structured data. GNNs were introduced back in 2005, but they started to gain popularity in the last five years. A GNN builds a neural network based on a graph’s topology, i.e., nodes are connected to their neighbors per the data graph. A model is typically learned to map input features of nodes to output features in a supervised manner. The nodes may be either manually labeled or taken from the knowledge graph. GNNs support end-to-end supervised learning for specific tasks; for instance, given a set of labeled examples, GNNs can be trained to classify elements of a graph or the graphs themself.

2.3.1 Recursive GNNs

A recursive form of GNNs that can process most of the practically useful types of graphs, e.g., acyclic, cyclic, directed, and undirected, was proposed by Scarselli et al. [74] in 2009. This architecture takes as input a graph where nodes and edges are associated with feature vectors that can capture node and edge labels, weights, etc. These feature vectors remain fixed throughout the process. Every node in the graph is also associated with a state vector, which is recursively updated, until a certain fixpoint, based on feature and state vectors from their respective neighboring nodes using a so-called transition function. Another parametric function called the output function is used to compute each node’s final output based on its feature and state vector. This GNN model is flexible and can be adapted in various ways: we may
define neighboring nodes differently, for example, to include nodes for outgoing edges or nodes one or two hops away, or we may allow pairs of nodes to be connected by multiple edges with different vectors.

### 2.3.2 Convolutional GNNs

CNNs have gained popularity in machine learning tasks involving images [46]. The idea behind such CNN approaches is to apply small filters over localized regions of an image using a convolution operator to extract features from that local region. When applied to all local regions of images, such a convolution operator outputs a feature map for each image. As previously discussed, in GNNs, the transition function is applied over local input data regions. Following the same intuition of CNNs, a number of convolutional graph neural networks (or ConvGNNs) like GraphCNN [11], Semi-GCN [41], and Neural Networks for Graphs (NN4G) [57] were proposed. However, a key difference to note between CNNs and ConvGNNs is that nodes in a graph may have a varying number of neighbors, while pixels of an image have a fixed set of neighbors. To address this challenge, spectral representations [[11], [41]], spatial representations [[59], [26], [57]] and attention mechanisms [86] were employed. The spatial or spectral representations induce a more stable structure from the graph, while the attention mechanism is used to learn the nodes whose features are most important to the current node.

- The first prominent research on spectral based ConvGNNS was presented by Bruna et al. [11], which developed a graph convolution based on the spectral graph theory. Since this time, there have been increasing improvements, extensions, and approximations on spectral-based ConvGNNs [[32], [16], [41], [49]].
• NN4G [57] is the first work towards spatial-based ConvGNNs. The NN4G learns graph mutual dependency through a compositional neural architecture with independent parameters at each layer. The neighborhood of a node can be extended through incremental construction of the architecture. The model performs graph convolutions by summing up a node’s neighborhood information directly.

• Graph Attention Networks (GATs) [86] aim to learn the nodes whose features are most important to the current node. They assume the contributions of neighboring nodes to the central node to be neither identical nor pre-determined. Thus, they adopt an attention mechanism that can learn the relative weights between two connected nodes. GAT also performs multi-head attention to increase the model’s expressive capability. While GAT assumes the contributions of attention heads are equal, a similar approach Gated Attention Network (GAAN) [96] introduces a self-attention mechanism that computes an additional attention score for each attention head.

2.4 Graph Convolution Network for Semi-supervised Learning on Graphs

In this section, we give an introduction of Graph Convolution Networks (commonly known as GCNs or Semi-GCNs) developed by Thomas Kipf and Max Welling in the paper “Semi-Supervised Classification with Graph Convolutional Networks (2017)” [41]. This work uses an efficient layer-wise propagation rule that is based on a first-order approximation of spectral convolutions on the graph. The main idea behind this approximation was inspired by signal/wave propagation. The information propagation in spectral GCNs can be thought of as a form of signal propagation along the network’s nodes. Spectral GCNs generally make use of the Eigen-decomposition of graph Laplacian matrix to implement the information propagation. In such ap-
proaches, the Eigen-decomposition helps us understand the graph structure and helps classify nodes in graphs. The Semi-GCN model uses an adjacency matrix of the input graph in the forward pass enabling the model to learn the feature representations based on node connectivity. The resulting GCN can be seen as the first-order approximation of Spectral Graph Convolution in a message-passing network where the information is propagated along the neighboring nodes within the graph. A simplified form of forward pass in semi-GCN can be represented as:

\[ H^{[i+1]} = \sigma(W^{[i]} H^{[i]} A^*) \]  

(2.1)

where \( H^{[i+1]} \) is the feature representation at layer \( i + 1 \), \( A^* \) is the normalized version of adjacency matrix \( A \), \( W^{[i]} \) is the weights at layer \( i \) and \( \sigma \) is the non-linear activation function (like ReLu) used. The Semi-GCN model employs a renormalization trick, which is a form of symmetric normalization of adjacency matrix \( A \rightarrow D^{-1/2} AD^{-1/2} \) using the degree matrix \( (D) \) of the graph. In graph terminology, the degree matrix is a diagonal matrix containing information about each vertex’s degree, i.e., the number of edges attached to each vertex. The degree matrix is generally used together with the adjacency matrix to construct the Laplacian matrix. This renormalization technique helps prevent numerical instabilities and vanishing/exploding gradients for the model to converge. So the final form of information propagation operation introduced by Semi-GCN is as follows:

\[ H^{[i+1]} = \sigma(W^{[i]} H^{[i]} D^{-1/2} AD^{-1/2}) \]  

(2.2)

The Semi-GCN model outperformed other related methods on semi-supervised node classification tasks by a significant margin. The model was tested on Citeseer, Cora,
and Pubmed datasets, popular baselines for node classification tasks. With these experiments, the Semi-GCN model was shown to offer better predictive performance than previous spectral-based approaches such as ChebNet [30] and Spectral Network [11]. This thesis adopts an extension of the Semi-GCN model, R-GCN by Schlichtkrull et al. [75] for node classification for highly multi-relational graphs.

2.5 Relational Graph Convolutional Networks

Despite the enormous success of graph convolutional networks [41], they tend to fail or underperform in the cases of highly multi-relational graphs, as these models do not incorporate the edge features (direction and type). To address the issue of modeling multi-relational data and generalize the GCN framework to handle different relationships between entities in a knowledge base, R-GCN was proposed by Schlichtkrull et al. in the paper “Modeling Relational Data with Graph Convolutional Networks [75].” This work extends GCN that operates on local graph neighborhoods to large-scale relational data using multi-edge encoding to compute entities’ embeddings. They also introduce parameter sharing techniques to apply R-GCNs to multigraphs with large numbers of relations. This section presents the back-bone of the R-GCN layer introduced by Schlichtkrull et al. [75] and discusses the regularization techniques used in their work.

The GCN, as discussed in the previous sections and similar methods such as, graph neural networks [74] and Neural FPs [22], can be understood as a particular case of a simple differentiable message-passing framework [26] which can be represented as:

\[
    h_i^{(l+1)} = \sigma \left( \sum_{m \in M_i} g_m(h_i^{(l)}, h_j^{(l)}) \right)
\]  (2.3)
where $h_i^{(l)} \in \mathbb{R}^{d^{(l)}}$ is the hidden state of node $v_i$ in the $l$-th layer of the neural network, with $d^{(l)}$ being the dimensionality of this layer’s representations. Incoming messages of the form $g_m(i, j)$, where $j \in N_i$ (neighborhood of node $i$), are accumulated and passed through an element-wise activation function $\sigma(\cdot)$, such as the ReLu or LeakyReLu. $M_i$ denotes the set of incoming messages for node $v_i$ and is often chosen to be identical to the set of incoming edges. $g_m(\cdot, \cdot)$ is typically chosen to be a (message-specific) neural network-like function or maybe a linear transformation like $g_m(h_i, h_j) = W h_j$ with a weight matrix $W$ such as in Equation 2.2 proposed by Kipf and Welling (2017) [41].

Such a transformation has been very effective at encoding and accumulating features from local, structured neighborhoods and has led to significant improvements in semi-supervised node classification based on graphs [41] and graph classification [22]. The R-GCN model employs a simple but better propagation model similar to Equations 2.2 and 2.3 for calculating the forward-pass update for an entity denoted by $v_i$ in a directed and labeled multi-graph.

$$h_i^{(l+1)} = \sigma \left( \sum_{r \in R} \sum_{j \in N^r_i} \frac{1}{c_{i,r}} W^r_(l) h_j^{(l)} + W_0(l) h_i^{(l)} \right) \tag{2.4}$$

where $N_r^i$ denotes a set of all neighbor indices of node $v_i$ under relation $r \in R$. $c_{i,r}$ is a problem-specific normalization constant that can either be learned or chosen in advance. This addition of variables at each accumulation of transformed feature vectors of neighboring nodes through a normalized sum allows the model to learn relation-specific features about the entities. Such relation-specific transformations are dependent on the type and direction of each edge in consideration. Similar to Semi-GCN [41], the R-GCN model adds a single self-connection of a special relation type to each node $v_i \in G$, to make sure the corresponding information of a node $v_i$
at layer $l$ is not lost by the time it reaches layer $l+1$. We adopt this graph encoder model as a backbone to encode the representations of entities in highly multi-relational graphs. One of the main concerns of using such a relational graph encoder model is the rapid growth in the number of parameters with the number of relations present in the graph. Such growth in the number of parameters usually leads the model to over-fit very easily. To address this issue, the authors of [75] introduce effective parameter sharing and sparsity constraint techniques using basis- and block-diagonal-decomposition. We adopt the basis function decomposition technique to our proposed model DenseR-GCN.

In the basis decomposition regularization method, each $W_r^{(l)}$ is defined as a linear combination of basis transformations with coefficients. Only the coefficients depend on relation type $r$ while the transformations are shared within each R-GCN layer.

$$W_r^{(l)} = \sum_{b=1}^{B} a_{rb}^{(l)} V_b^{(l)} \quad (2.5)$$

Where $B$ is the number of bases employed and $a_{rb}^{(l)}$ are the coefficients at layer $l$. The R-GCN model’s effectiveness in handling multi-relational graphs is evaluated on two fundamental statistical relational learning (SRL) tasks: entity classification (assigning types or categorical properties to entities) and link prediction (recovering missing triples in graphs). For the link prediction task, the R-GCN model is combined with a so-called decoder to exploit the representations encoded by the R-GCN model to predict labeled edges. A tensor factorization model like DistMult [95] or ComplEx [83] is used as the decoder. The use of the R-GCN layer has achieved competitive results on standard link prediction benchmarks, such as the FB15k-237 dataset, outperforming other baselines such as DistMult [95], HolE [62], and RESCAL [63]. For the entity classification task, the R-GCN model is used with softmax classifiers at each node in
the graph similar to [41]. These softmax classifiers take the R-GCN network’s node representations and predict the labels while optimizing a cross-entropy loss. The R-GCN model is also evaluated for the entity classification task on graph datasets (AIFB, AM, MUTAG, and BGS) with many relation types. The results are compared against state-of-the-art classification results from RDF2Vec embeddings [73], Weisfeiler-Lehman kernels (WL) [76], and hand-designed feature extractors (Feat) [67]. More information about these baselines for entity classification tasks on multirelational data is discussed in the Related Works section. The R-GCN model achieved state-of-the-art results on AIFB and AM baselines.
This section introduces the recent works that are related to graph learning techniques based on GCNs. Additionally, few approaches that explore the deep architectures of GCN and its variants are presented. Finally, we give a brief introduction to the previous works for semi-supervised node classification tasks on multi-relational graph datasets; namely, Weisfeiler-Lehman (WL) graph kernels [76], RDF2VEC embeddings [73], and Path Tree [85].

3.1 Graph Convolution Network Variants

As discussed, GCNs have gained much attention to generalize convolutions to the graph domain. This section reviews some of the GCN approaches categorized as spectral and spatial approaches based on the propagation type or aggregator employed. As such methods discussed in this section provide background knowledge and can be viewed as related works in node classification and knowledge representation domain, the reader may view this content as both background information and related works.

3.1.1 Spectral Variants

The spectral approaches work with a spectral representation of the graphs. They define graph convolutions by introducing filters from the perspective of graph signal processing based on graph spectral theory. One drawback of such approaches is that
it requires the entire graph to be processed simultaneously, which can sometimes be impractical for large graphs with billions of nodes and edges such as the social network graphs. This requirement of handling the entire graph makes it difficult to take advantage of the parallel processing power available today. Another disadvantage of such approaches is that they assume a fixed graph, thus generalizing poorly to new or different graphs. Some of the popular spectral approaches of graph convolutional networks are:

- Bruna et al. proposed Spectral Network [11] in 2013. The convolution operation is defined in the Fourier domain by computing the Eigendecomposition of the graph Laplacian. This operation results in potentially intense computations and non-spatially localized filters.

- ChebNet [30] suggests that a truncated expansion can approximate the convolution operation on eigenvalues in terms of Chebyshev polynomials. The ChebNet uses a K-localized convolution to define a convolutional neural network. This approach could remove the need to compute the Laplacian Eigenvectors.

- GCN [41] limits the layer-wise convolution operation to $K = 1$ to alleviate the problem of overfitting on local neighborhood structures for graphs with extensive node degree distributions.

- Adaptive Graph Convolution Network (AGCN) [53] learns a ‘residual’ graph Laplacian and adds it to the original Laplacian matrix. With this approach, AGCN is proven to be effective in several graph-structured datasets.

- GGP [61] was proposed in 2018 by Ng et al. The authors present a Gaussian process-based approach (GGP) to solve the semi-supervised learning problems.
Michael Schlichtkrull et al. [75] extended the idea of graph convolutional networks to large-scale relational data. We adopt this R-GCN model’s framework as the convolution aggregator for the semi-supervised node classification task.

3.1.2 Spatial Variants

Spatial (or non-spectral) approaches define convolutions directly on the graph, operating on spatially close neighbors. They formulate graph convolutions as aggregating feature information from neighbors. As they directly perform convolution in the graph domain by aggregating the neighbor nodes’ information, they do not need the entire graph to be processed simultaneously. With sampling strategies, the computation with spatial approaches can be performed in a batch of nodes instead of the whole graph, improving training efficiency. Contrary to spectral approaches that assume fixed graphs leading to poor generalization to new or different graphs, spatial models perform graph convolution locally on each node, sharing weights across different locations and structures. This allows spatial approaches to generalize well for new graphs. Some of the popular spatial variants of GCNs are:

- Neural FPs [22], proposed at NIPS 2015, uses different weight matrices for nodes with different degrees. However, this method cannot be applied to large-scale graphs with more node degrees.

- Atwood et al. proposed the diffusion-convolutional neural networks (DCNNs) [3] that use transition matrices to define the neighborhood for nodes in DCNN.

- Dual graph convolutional network (or DGCN) [97] jointly considers the local consistency and global consistency on graphs. It uses two convolutional networks to capture the local/global consistency and adopts an unsupervised loss to ensemble the networks.
Another popular spatial GCN variant is the GraphSAGE [29] framework. This framework generates embeddings by sampling and aggregating features from a node’s local neighborhood.

3.2 Deep Architectures of Graph Convolutional Networks

This section gives an overview of deep architectures of graph convolutional networks that have recently gained much attention in many graph-based applications. A few works include deep GCNs for Graph-to-Sequence learning [28], graph learning on 3D Point Clouds for semantic segmentation [51], and graph learning on biological networks [50]. These methods employ different approaches to overcome the vanishing gradient challenges faced by deep stacks of graph convolution layers.

- Li et al. 2019 [51] introduced the concept of DeepGCNs by adopting residual skip connections, dense connections, and dilated convolutions techniques from successful deep CNN architectures to alleviate the difficulty of training, which is the primary problem impeding GCNs to go deeper. Their model with 56 GCN layers with residual connections has shown significant improvements over existing techniques for semantic segmentation of 3D point cloud data using such techniques.

- Li et al. 2019 [50] extended this work to graph learning on biological networks. They evaluate the performance of deep GCN architectures with different GCN variants such as EdgeConv [91], GraphSAGE [29], and GIN [94]. Another GCN variant using a max aggregator called Max-Relative GCN (MRGCN) is proposed. The implementation of MRGCN has shown promising results on the protein-protein interaction graph dataset. Their architecture with 14 and 28 GCN layers supplemented with residual connections has achieved state-of-the-
art results for the ModelNet40 point cloud classification task. A deep architecture based on 28 and 56 layers of their proposed Max-Relative GCN (MRGCN) convolution operators complemented with residual connections achieves state-of-the-art results for the PPI node classification task. Our work is closely related to Li et al. [50], which uses residual/deep connections with MRGCN layers. We explore the functionalities of residual/dense connections in between R-GCN layers and evaluate their performance on learning on multi-relational graphs.

• Li et al. 2020 [52] propose differentiable generalized aggregation functions to unify various message aggregation operations (like mean, max, sum aggregators). They also introduce a novel MsgNorm normalization layer to boost the performance of networks with under-performing aggregation functions. A combination of such techniques and a pre-activation version of deep GCN with residual connections has achieved state-of-the-art results for graph learning on several Open Graph Benchmark (OGB) datasets [36]. These datasets include node classification baselines, namely, ogbn-proteins and ogbn-arxiv, and graph classification baselines, namely, ogbg-molhiv and ogbg-ppa datasets.

• Guo et al. [28] work uses dense connections between GCN layers for transducing graph structures to sequences for text generation. Such a deep GCN architecture with dense connections can integrate local and non-local features to learn a better structural representation. They evaluate different deep architectures’ performance with residual/dense connections, GCNs with layer aggregations, and graph attention for graph-to-sequence learning. The model proposed outperforms the state-of-the-art neural models significantly on AMR-to-text generation and syntax-based neural machine translation tasks.

• GCNII model was recently proposed by Chen et al. in the paper “Simple and Deep Graph Convolutional Networks” [14]. This work overcomes the over-
smoothing problem caused in deep GCN architectures by extending the vanilla GCN model with initial residual and identity mapping techniques. The initial residual connection is an alternative to the residual connection that ensures that each node’s final representation retains at least a fraction of the input layer features. The model also employs an identity mapping technique that has shown success in ResNet architecture. The identity mapping essentially ensures that a deep stack of GCN layers achieves at least the same performance as its shallow version does. The combination of such techniques has outperformed several state-of-the-art models (like GCN [41], GAT [81]) for semi- and full-supervised tasks on baselines like Cora, Citeseer, Pubmed, Chameleon, Cornell, Texas, Wisconsin, and PPI datasets.

3.3 Multi-Relational Graph Learning

Various approaches have previously aimed to perform representation learning on multi-relational graphs. Schervashidze et al. 2011 [76] proposed the Weisfeiler-Lehman (WL) graph kernels using a quick feature extraction scheme based on the Weisfeiler-Lehman test of isomorphism on graphs. This feature extraction method maps the original graph to a sequence of graphs, whose node attributes capture topological and label information. A family of efficient kernels for large graphs with discrete node labels is defined based on such graph sequences. The kernels proposed in this work outperformed state-of-the-art approaches on several benchmark data sets for graph classification in terms of accuracy and runtime. Ristoski and Paulheim proposed the RDF2VEC embeddings in 2016 [73]. The RDF2VEC extracts walks on labeled graphs, which are then processed using the Skip-gram model to generate entity embeddings for the subsequent entity or graph classification. The vector representations produced by RDF2VEC outperformed previous techniques on various
RDF graphs, including AIFB, MUTAG, and BGS. We compare our model with the results of some of these approaches for the entity classification task. More recently, in 2019, a different approach has been proposed by Vandewiele [85] to tackle representation learning for multi-relational graphs. This approach focuses on interpretability by building a decision tree of class-specific substructures to classify various entities within the knowledge graph.

In this section, we have covered various deep architectures of graph convolutional networks. We also introduced spectral and spatial variants of GCNs and some previous works that aimed to perform representation learning on multi-relational graphs. In the next chapter, we introduce the system architecture of our proposed model.
Our model is primarily based on the R-GCN layers proposed by Schlichtkrull and Kipf [75] for modeling multi-relational knowledge graphs to predict the missing information in knowledge bases like missing properties of entities or relations between entities. As discussed in the introduction and background sections, training deep neural networks based on graph convolution operators, such as R-GCN, GCN, or EdgeConv layers, is prone to over-smoothing or vanishing gradient problems. We adopt residual connections and dense connections and explore deep structures’ behavior to overcome this. The relational graph convolutional network (R-GCN) operator uses relation-specific transformations that depend on the type and direction of an edge and accumulate the transformed feature vectors of neighboring nodes through a normalized sum. At each layer, this operation occurs in parallel for every node in the graph, and the output features are then passed on to the next layer through a suitable activation function (we use ReLu). To avoid R-GCN layers’ weights to overfit for rare relations, we use basis decomposition to regularize the weights at each R-GCN layer. We provide an overview of this regularization approach in the background section. We use a constant pre-defined number of filters (or hidden nodes) at each convolution layer. Our main contribution in this work is to extend the impact of using residual connections and dense connections in deep learning to multi-relational graph data for improved multi-relational reasoning, especially for higher degree nodes.

**Graph Definition.** A directed and labeled multi-graph $\mathcal{G}$ is represented as $\mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{R})$, where $\mathcal{V}$ is the set of unordered nodes (entities) and $\mathcal{R}$ is a set of labeled
edges (relations), such that if there is an edge $(v_i, r, v_j) \in \mathcal{E}$ where $v_i, v_j \in \mathcal{V}$, then vertex $v_i$ is connected to a vertex $v_j$ with an edge of label $r$, where $r \in \mathcal{R}$.

4.1 Architecture

Our model, Deep-RGCN, can be broken down into three components (Figure 4.1), the convolution, the fusion block, and the prediction block. The convolution block consists of R-GCN layers. We compare the behaviors of several variants of this convolution block, depending on the number of R-GCN layers used and the type of connections employed (if any) between the layers.

![Figure 4.1: Proposed architecture](image)

Figure 4.1: Proposed architecture
4.1.1 Convolution Block

This component of our model comprises of a series of predefined number of R-GCN layers. The forward propagation of an R-GCN layer as proposed by Schlichtkrull et al. [75] can be represented as follows:

$$h_i^{(l+1)} = \sigma \left( \sum_{r \in \mathcal{R}} \sum_{j \in \mathcal{N}_i^r} \frac{1}{c_{i,r}} W_r^{(l)} h_j^{(l)} + W_0^{(l)} h_i^{(l)} \right) \quad (4.1)$$

where $h_i^{(l)} \in \mathbb{R}^d$ is the hidden representation of node $v_i$ at layer $l$ and $\mathcal{N}_i^r$ denotes the set of neighbor indices of node $v_i$ under relation $r \in \mathcal{R}$. This R-GCN operation implies that every relation $r$ has its own linear transformation matrix $W_r$. Figure 4.2 shows how an update of a single graph entity embedding is calculated in the R-GCN model. The activations ($d$-dimensional vectors) from neighboring nodes (dark blue circles) are gathered and then transformed for each relation type individually (for both incoming and outgoing edges). The resulting representation is accumulated in a (normalized) sum and passed through a ReLu activation function. This per-node update is computed in parallel with shared parameters across the whole graph. We choose the task-dependent normalization constant $c_{i,r}$ to be $\frac{1}{|\mathcal{N}_i^r|}$. $\sigma$ is the activation function used at each layer. We use basis decomposition as an effective weight sharing technique at each convolution operation to regularize the weights of different relations.

$$W_r^{(l)} = \sum_{b=1}^B a_{rb}^{(l)} V_b^{(l)} \quad (4.2)$$

Using this regularization, only the coefficients $a_{rb}^{(l)}$ depend on the type of relation, while the transformation $V_b^{(l)} \in \mathbb{R}^{d \times d}$ are shared across the layer. Our proposed model extends R-GCN’s work using 7, 14, and 28 R-GCN layers with residual skip con-
nections and dense connections between the layers. The R-GCN model proposed by Schlichtkrull et al. [75] only employs two R-GCN layers with basis- and block-diagonal-decomposition regularization technique for shared weights.

Figure 4.2: Feature update of a single entity in the network during an R-GCN operation [75]

4.1.2 Fusion Block

The fusion block is typically used to fuse the global and multi-scale local features. It takes as input the extracted vertex features from each of the convolution block’s
R-GCN layers and concatenates them. These concatenated features are then passed through a $1 \times 1$ convolution layer followed by a global max-pooling layer. The global max-pooling layer is responsible for summarizing each node’s features in the network aggressively. It aggregates the vertex features of the whole graph into a single global feature vector, which in return is concatenated with the feature of each vertex from all previous R-GCN layers, helping the fusion of global and local information.

### 4.1.3 MLP Prediction Block

Our proposed architecture’s final component is a multi-layer perceptron that applies two MLP layers to each node’s fused features in the network to predict its category. These MLP layers can be seen as $1 \times 1$ convolution operations on the features. For the entity classification task, we follow Schlichtkrull et al. 2017 [75], and Kipf and Welling et al. 2016 [41]; we use a softmax activation per node on the output of the final MLP layer for semi-supervised classification of entities. We ignore the unlabeled nodes while minimizing the following cross-entropy loss $\mathcal{L}$ using a negative log-likelihood function on the softmax output of all available labeled nodes.

$$\mathcal{L} = - \sum_{i \in \mathcal{V}} \sum_{k=1}^{K} x_{ik} \log h_{ik}^{(L)}$$

(4.3)

Where $\mathcal{V}$ is the set of labeled nodes in the network, while $h_{ik}^{(L)}$ is the $k$-th entry of the final layer output for the $i$-th labeled node and $x_{ik}$ is the corresponding ground-truth label.

In the experiments with different architecture variants, we leave the fusion and MLP prediction blocks unchanged. The convolution block, however, varies in the number of R-GCN layers used and the type of (residual/dense) connections used in between the
layers (if any). We optimize our architecture while training by minimizing the cross-entropy loss on the output of the prediction block. We summarize the components of our system architecture, Deep-RGCN, with dense or residual skip connections. In the next chapter, we discuss the dataset details and specifications of the experiment setup.
In this work, we consider the task of semi-supervised classification of entities in a knowledge base. To infer the type of an entity (e.g., person or company) in a network, a successful model needs to reason about its relations with other entities.

5.1 Datasets

We analyze our proposed frameworks, ResR-GCN and DenseR-GCN, on Resource Description Framework (RDF) format [72] benchmark datasets: AIFB and MUTAG. The relations in these datasets need not necessarily encode the presence, or absence, of a specific feature for a given entity. The exact statistics of the datasets used are shown in Table 5.1, which includes the number of entities, relation types, edges, and classes along with train/validation/test splits. In each of these datasets, the targets to be classified are properties of a group of entities represented as nodes.

![Figure 5.1: An ontology portion of an AIFB subgraph [6]](image-url)
Table 5.1: Dataset statistics

<table>
<thead>
<tr>
<th>Dataset</th>
<th>AIFB</th>
<th>MUTAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>Transduction</td>
<td>Transduction</td>
</tr>
<tr>
<td>Entities</td>
<td>8285</td>
<td>23644</td>
</tr>
<tr>
<td>Relations</td>
<td>45</td>
<td>23</td>
</tr>
<tr>
<td>Edges</td>
<td>29043</td>
<td>74227</td>
</tr>
<tr>
<td>Avg. edges per node</td>
<td>3.50</td>
<td>3.13</td>
</tr>
<tr>
<td>Labeled nodes</td>
<td>176</td>
<td>340</td>
</tr>
<tr>
<td>Classes</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Train nodes</td>
<td>112</td>
<td>217</td>
</tr>
<tr>
<td>Validation nodes</td>
<td>28</td>
<td>55</td>
</tr>
<tr>
<td>Test nodes</td>
<td>36</td>
<td>68</td>
</tr>
</tbody>
</table>

The AIFB dataset describes the AIFB research institute (Institute for Applied Informatics and Formal Description Methods) at the Karlsruhe Institute of Technology regarding its staff, their research interests, and contributions. This dataset describes the inter-relationships between persons (i.e., Professors, Students), research topics, projects, publications, affiliations, etc. Figure 5.1 shows the main classes and properties used in the semantic web for research communities ontology in AIFB. The node classification task is to predict the research group that any person is affiliated with.

The MUTAG dataset is distributed as an example dataset for the DL-Learner toolkit. It contains information about complex molecules that are potentially carcinogenic, given by the isMutagenic property. Predicting whether a molecule in a molecular graph is carcinogenic or not is essentially a binary classification problem. It is important to note that MUTAG is a dataset for molecular graphs, which was later converted to RDF format, where relations either indicate atomic bonds or merely the presence of a particular feature. MUTAG is also a popular benchmark dataset for graph classification. Following the work of Schlichtkrull et al. 2017 [75], we remove the relations that were used to create entity labels: employs and affiliation for AIFB and isMutagenic for MUTAG.
5.2 Baselines

As a baseline for our experiments, we compare the variants of our model against the original work of Schlichtkrull [75], RDF2Vec embeddings [73] and a more recent technique, Path Tree [85], that builds a decision tree of class-specific substructures to classify various entities within the knowledge graph. We also analyze the performances of ResR-GCN and DenseR-GCN concerning the number of hidden units used for convolution layers and present the results in the appendix section.

This chapter so far has outlined information about the AIFB and MUTAG benchmark datasets and baselines that we use to compare our results. The results obtained are discussed in detail in the next chapter.
Chapter 6

RESULTS

Our experiments analyze the effectiveness of node representations resulting from our proposed architecture for semi-supervised entity classification.

6.1 Semi-supervised Classification

Our entity classification approach is quite different from the formulation of Schlichtkrull et al. [75], in which a softmax activation per node is added directly on the output of the R-GCN layers, and cross-entropy loss is minimized. In our approach, fusion and prediction blocks are added after the final R-GCN layer, and cross-entropy loss is minimized on the softmax activation of the prediction block’s output. The fusion block comprises a $1 \times 1$ convolution layer and a global max-pooling layer. The fusion block is responsible for concatenating all the vertex features resulted from each of the R-GCN layers. These concatenated features are then passed through the convolution and pooling layer to result in a single global vector for the prediction block. The output of the prediction block is passed through a softmax activation per node to predict their classes.

6.2 Implementation

We use the PyTorch Geometric [59] library in our implementation of the architecture and for retrieving the AIFB and MUTAG RDF datasets. We use the canonical train/test split provided in Ristoski et al. [72] while conducting the experiments
Table 6.1: Comparison of mean accuracies for 10 runs of proposed models with state-of-the-art baselines.

<table>
<thead>
<tr>
<th>Model</th>
<th>AIFB</th>
<th>MUTAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDF2Vec*</td>
<td>88.88±0.00</td>
<td>67.20±1.24</td>
</tr>
<tr>
<td>Path Tree*</td>
<td>89.44±2.08</td>
<td>73.82±5.61</td>
</tr>
<tr>
<td>R-GCN (Paper)*</td>
<td>95.83±0.62</td>
<td>73.23±0.48</td>
</tr>
<tr>
<td>R-GCN (Ours)</td>
<td>91.94±0.49</td>
<td>70.44±0.51</td>
</tr>
<tr>
<td>ResR-GCN-7</td>
<td>93.33±0.61</td>
<td>74.56±1.00</td>
</tr>
<tr>
<td>DenseR-GCN-7</td>
<td><strong>96.11±0.74</strong></td>
<td><strong>74.41±0.48</strong></td>
</tr>
<tr>
<td>ResR-GCN-14</td>
<td>95.28±0.72</td>
<td><strong>74.12±1.00</strong></td>
</tr>
<tr>
<td>DenseR-GCN-14</td>
<td><strong>96.11±0.51</strong></td>
<td>73.38±0.48</td>
</tr>
</tbody>
</table>

on both datasets. We use a 2-layer model with basis function decomposition and train with the Adam optimizer to implement R-GCN as in the original paper. We report the mean accuracy and standard error both from the original paper and our implementation using PyTorch Geometric library tools. Table 6.1 contains the entity classification results in accuracy (average and standard error over 10 runs) for RDF2Vec [73], Path Tree [85], R-GCN [75], and our proposed models (ResR-GCN and DenseR-GCN) with 7 and 14 layers. * represents the accuracies directly from published papers. **Bold** highlights models that outperform all state-of-the-art baselines for node property prediction. The hyperparameters for each dataset are identified by performing 5-fold cross-validation. The cross-validation experiments also show that the trained models generalize well. We use the Adam optimizer with a learning rate of 0.01 and a weight decay of 1e−5 for the MUTAG dataset. For the AIFB dataset, we observe better results without an l2-norm weight decay. Additionally, we use 30 transformations for basis decomposition for both datasets. The proposed networks are trained on NVIDIA Tesla V100 GPU (Google Colab Pro) with a batch size of 1. Furthermore, we use layer normalization for each of the R-GCN layers and a dropout of 0.2 at the prediction block’s first MLP layer. In addition to studying the effect of residual and dense graph connections on AIFB and MUTAG graphs, we also investigate the influence of different hidden units (16, 32, 64) and layers (3,4,7,14).
Figure 6.1: Training losses during 50 epochs for training on MUTAG using different architectures with (a) residual connections, (b) dense connections, (c) without any special connections.
6.3 Discussion

Figure 6.1 presents the average training losses in 50 epochs for R-GCNs with different layers on the MUTAG dataset. We note how adding more layers translates to substantially higher loss (c). In contrast, using residual (a) and dense (b) connections alleviates this problem and results in consistent stability for all depths. The variants DenseR-GCN-7 and DenseR-GCN-14, with seven and fourteen densely connected R-GCN layers, respectively, in the backbone block, achieves an average accuracy of 96.11% on AIFB outperforming previous methods. Table 6.1 also shows that our models with dense and residual connections competitively perform compared to previous approaches. For unbiased comparison with original R-GCN [75], all the accuracies reported in the Table 6.1 are based on R-GCN layers with 16 hidden units. The MUTAG dataset experiments show improved accuracy over previous works, reaching up to 74.56% for a seven-layer architecture with residual connections.

These real-world graphs’ enhanced accuracy represents that the trained model can make better predictions on unlabelled nodes. For instance, the labeled nodes in the AIFB dataset hold information about one out of four research groups. Using such a trained model, we could make predictions on unlabelled nodes with a level of confidence by modeling their neighbors and respective relation types. Similarly, for the MUTAG dataset, the architecture’s goal is to learn to predict whether a molecule is a carcinogen or not by learning from the neighborhood information of labeled examples. In such a semi-supervised approach, the model trained on labeled data is used to predict labels on a batch of unlabeled nodes. Then these predicted labels are used to calculate the loss on unlabeled data. Finally, the labeled loss is combined with unlabeled loss and is backpropagated. Such a semi-supervised technique is also called pseudo-labeling.
We note a significant trade-off between a high number of layers and memory requirements for dense connections. For the graph datasets used in this work, the number of layers much higher than 14 requires very high GPU memory and more training time for the multi-layer feature concatenation operations. Because of this memory constraint, we limit the number of layers used to 14. Additionally, by employing \( K \) number of layers, the adequate context size for each node increases by the size of its \( K^{\text{th}} \)-order neighborhood with each additional layer. As a result, it may lead to overfitting with the increase in model parameters. Although the higher number of R-GCN layers shows promising effects on the AIFB and MUTAG datasets, such deep architectures may have memory limitations. R-GCN-based architectures with more than two layers may not be suitable for graphs with a very high number of nodes, like AM and BGS RDF graphs, because of higher memory requirements for training. We experimented on these large multi-relational graphs, AM and BGS, but couldn’t complete the training with even three layers as they led to memory utilization errors. We consider not being able to scale our architectures to such large graphs with over a million entities as one of the significant limitations of deep-RGCNs. As discussed in the next chapter, parallel or shared memory allocation techniques can be explored as future work to overcome such memory issues.

Many previous works identified the set of problems caused in deep GCN architectures as over-smoothing and gradient vanishing problems. Over-smoothing is a phenomenon common in GCNs where after multi-layer graph convolution, Laplacian smoothing makes node representations more and more similar, eventually becoming indistinguishable. Some methods explore dynamic graph convolutions that allow the graph structures to change after each layer to alleviate over-smoothing. We find that the R-GCN operator’s relation-specific transformations that depend on the type and direction of an edge automatically avoid the over-smoothing of features. Addition-
ally, the dense and residual skip connections reduce the vanishing gradient problem common in deep GCNs.

In this chapter, we’ve discussed our proposed architecture’s performance and the positive results achieved by using residual and dense connections compared to deep R-GCN without any special skip connections.
As discussed in the previous sections, the R-GCN layers with more than two layers for graphs with a very high number of nodes and edges like AM and BGS requires a significant amount of memory for training. A potential direction for future work is to solve the memory problems caused in such large graphs or by dense connections in deep networks by implementing parallelized memory units or shared allocations [70] to store intermediate feature representations. By using shared memory allocations, the subsequent layers shall overwrite the intermediate results of previous layers. During back-propagation, these intermediate values can be re-calculated at the expense of computing time. This technique could allow a higher number of R-GCN layers with dense connections. Investigating the memory usages by replacing some dense blocks with residual blocks while keeping the feature dimensions compatible throughout the network could also help deal with the memory drawbacks of dense connections.

Another interesting future work is to investigate the ability of node representations resulting from deep R-GCNs with dense and residual skip connections for link prediction and graph classification tasks. Deep GCNs are expected to become a powerful tool for processing graph-structured data in natural language processing, computer vision, and data mining. The form of summation over neighboring nodes and relation types can be replaced with a data-dependent attention mechanism like GATs Velickovic et al. [86] for better effectiveness. The number of layers of deep GCNs could be more of a personal choice depending upon the trade-off between training time, accuracy, and memory constraints.
This thesis briefly reviews some of the existing techniques for modeling knowledge graphs and proposes a deep neural network architecture based on R-GCN layers, supplemented by a fusion and prediction block, for entity classification on multi-relational graphs: AIFB and MUTAG. Most proposed GCN architectures are shallow (less than four layers deep), as they are prone to over-smoothing and gradient vanishing problems. To alleviate these problems, we extend the popular techniques from CNN architectures, such as dense and residual skip connections, followed by adding a fusion and prediction block to the architecture. Our experiments show that the proposed architectures improve the accuracy over the two-layer R-GCN [75] and other baselines for node classification. We test the model’s efficiency and generalization capability using a 5-fold cross-validation technique.
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We also study the models' behavior for different hidden units' values (filters) used at each R-GCN layer. These performances for AIFB and MUTAG datasets are reported as accuracies in Table A.1 and Table A.2 respectively. A recent work by Li et al. [50], that proposed a deep architecture with max-relative graph convolution networks for node representation learning tasks, found that the network's width positively correlates with the network performance on the PPI node classification task. We find that residual and dense connections can help the deep networks converge well compared to the same model without any connections. Although we find that the higher the number of layers with such special connections results in better performance (accuracy), we could not determine a correlation between the network width and performance measured in accuracy for the node classification task. Bold highlights models that outperform all state-of-the-art baselines for node property prediction. Note that the '-' in Table A.2 denotes models that are not applicable due to memory limitations.
Table A.1: Ablation study on graph connections comparing mean accuracies obtained with different network widths on AIFB dataset.

<table>
<thead>
<tr>
<th>Connections</th>
<th># of filters</th>
<th>16</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Connections</td>
<td>PlainR-GCN-2</td>
<td>91.94</td>
<td>92.78</td>
<td>92.50</td>
</tr>
<tr>
<td></td>
<td>PlainR-GCN-3</td>
<td>92.78</td>
<td>93.61</td>
<td>92.22</td>
</tr>
<tr>
<td></td>
<td>PlainR-GCN-4</td>
<td>92.5</td>
<td>93.89</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>PlainR-GCN-7</td>
<td>84.72</td>
<td>83.89</td>
<td>84.51</td>
</tr>
<tr>
<td></td>
<td>PlainR-GCN-14</td>
<td>78.33</td>
<td>83.34</td>
<td>77.77</td>
</tr>
<tr>
<td>Residual</td>
<td>ResR-GCN-3</td>
<td>92.78</td>
<td>93.33</td>
<td>93.61</td>
</tr>
<tr>
<td></td>
<td>ResR-GCN-4</td>
<td>92.78</td>
<td>93.61</td>
<td>93.89</td>
</tr>
<tr>
<td></td>
<td>ResR-GCN-7</td>
<td>93.33</td>
<td>94.44</td>
<td>95.00</td>
</tr>
<tr>
<td></td>
<td>ResR-GCN-14</td>
<td>95.28</td>
<td>95.56</td>
<td>96.11</td>
</tr>
<tr>
<td>Dense</td>
<td>DenseR-GCN-3</td>
<td>95.28</td>
<td>94.17</td>
<td>92.22</td>
</tr>
<tr>
<td></td>
<td>DenseR-GCN-4</td>
<td>93.89</td>
<td>94.72</td>
<td>93.61</td>
</tr>
<tr>
<td></td>
<td>DenseR-GCN-7</td>
<td>96.11</td>
<td>95.83</td>
<td>96.11</td>
</tr>
<tr>
<td></td>
<td>DenseR-GCN-14</td>
<td>96.11</td>
<td>95.00</td>
<td>93.89</td>
</tr>
</tbody>
</table>

Table A.2: Ablation study on graph connections comparing mean accuracies obtained with different network widths on MUTAG dataset.

<table>
<thead>
<tr>
<th>Connections</th>
<th># of filters</th>
<th>16</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Connections</td>
<td>PlainR-GCN-2</td>
<td>70.44</td>
<td>69.56</td>
<td>67.94</td>
</tr>
<tr>
<td></td>
<td>PlainR-GCN-3</td>
<td>71.91</td>
<td>68.24</td>
<td>69.56</td>
</tr>
<tr>
<td></td>
<td>PlainR-GCN-4</td>
<td>69.56</td>
<td>70.44</td>
<td>68.24</td>
</tr>
<tr>
<td></td>
<td>PlainR-GCN-7</td>
<td>65.15</td>
<td>66.34</td>
<td>66.62</td>
</tr>
<tr>
<td></td>
<td>PlainR-GCN-14</td>
<td>64.41</td>
<td>65.29</td>
<td>65.88</td>
</tr>
<tr>
<td>Residual</td>
<td>ResR-GCN-3</td>
<td>71.18</td>
<td>71.18</td>
<td>71.62</td>
</tr>
<tr>
<td></td>
<td>ResR-GCN-4</td>
<td>71.47</td>
<td>71.18</td>
<td>71.91</td>
</tr>
<tr>
<td></td>
<td>ResR-GCN-7</td>
<td>74.56</td>
<td>72.21</td>
<td>73.38</td>
</tr>
<tr>
<td></td>
<td>ResR-GCN-14</td>
<td>74.12</td>
<td>73.24</td>
<td>75.15</td>
</tr>
<tr>
<td>Dense</td>
<td>DenseR-GCN-3</td>
<td>70.88</td>
<td>72.21</td>
<td>72.06</td>
</tr>
<tr>
<td></td>
<td>DenseR-GCN-4</td>
<td>71.03</td>
<td>70.88</td>
<td>71.62</td>
</tr>
<tr>
<td></td>
<td>DenseR-GCN-7</td>
<td>74.41</td>
<td>72.35</td>
<td>73.24</td>
</tr>
<tr>
<td></td>
<td>DenseR-GCN-14</td>
<td>73.83</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>