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Abstract 

This paper describes current w ork on a cooperative tele-assistance system for semi-autonomous 

control of mobile robots. This system combines a robot architecture for limited autonomous 

perceptual and motor control with a knowledge-based operator assistant which p r o vides 

strategic selection and enhancement of relevant d a t a . It extends recent developments in 

arti�cial intelligence in modeling the role of visual interactions in problem solving for appli-

cation to an interface permitting the human and remote to cooperate in cognitively demand-

ing tasks such as recovering from execution failures, mission planning, and learning. The 

design of the system is presented, together with a number of exception-handling scenarios 

that were constructed as a result of experiments with actual sensor data collected from two 

mobile robots. 

Introduction 

The study of vision and motion in both man and machines is of particular importance in 

the arena of remote robot operations. In such cases, the robot must �see" and �move" to 
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perform tasks in environments where it is deemed too costly or too dangerous for actual 
human presence. However, since the current state of technology has not yet produced a fully 
autonomous robot which can be sent o n s u c h missions, there is still a strong need for human 
intervention. The interaction between human and robot is managed in a variety o f w ays 
collectively referred to as telesystems. T elesystems have long been recognized as a key tech-
nology for space exploration �3, 12, 1 3 , 1 4 , 2 4 , 2 5 , 2 9 �, and they are becoming increasingly 
integral to a variety of terrestrial applications including the decontamination and decom-
missioning of nuclear processing plants �30�, rescue, �re-�ghting, intervention operations in 
hazardous environments �9, 10, 1 8 , 2 8 �, and security � 8 �. Unfortunately telesystems, in gen-
eral, have three drawbacks. First, most systems require a prohibitively high communication 
bandwidth in order for the human to perceive t h e e n vironment and make corrections in the 
remote's action quickly enough �11�. Even with adequate communication bandwidth, the 
operator may experience cognitive fatigue due to the repetitive nature of many t a s k s , p o o r 
displays �27�, and the demands of too much data and too many s i m ultaneous activities to 
monitor �7�. Furthermore, telesystems are ine�cient in that the operator generally handles 
only one robot and that interaction leads to reduction of work e�ciency by factors of �ve 
to eight �20�. As robots use more sensors, the amount of data to be processed by the opera-
tor will increase, exacerbating the communication and fatigue problems and leading to less 
e�ciency. 

The addition of arti�cial intelligence at the remote is one solution to these shortcomings. 
Indeed, the intelligence involved in the operation of a mobile robot can be viewed as en-
compassing a continuous spectrum from master-slave teleoperation through full autonomy 
�10, 1 4 �. The question that remains is how to add intelligence so as to move the telesystem 
forward on the spectrum. The standard evolutionary path has been to organize some aspect 
of human intelligence into a module that can run unaided on the remote after being initiated 
by the operator. An alternative approach to compartmentalizing intelligence at either the 
local or the remote is to distribute levels of intelligence between them. The teleSFX archi-
tecture �15� is one example of a distribution of intelligence for telesystems. It was designed 
to support intervention and recovery in the case of execution failures �e.g., sensor malfunc-
tions, faulty plans�. Intervention and recovery typically requires problem solving abilities 
which, along with mission planning, have been resistant to automation �4�. In teleSFX the 
problem solving activity of identifying the cause of the execution failure and determining the 
appropriate response may be shared by the remote and the human. The remote attempts 
to �rst classify and recover from an execution failure using local knowledge. If the remote is 
unable to classify or construct a proper response, it alerts the operator and posts the results 
of its unsuccessful attempt. This is information that the operator can use in conjunction 
with his�her own expertise in solving the problem. 

While distributed systems allow t h e i n troduction of more intelligence at the remote, they 
introduce a new concern: how will the disparate intelligences cooperate� More speci�cally, 
how can the perceptual and problem solving capabilities of each i n telligent e n tity b e e x -
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ploited to solve the task at hand as e�ectively as possible� One approach to this problem is 

to introduce an intelligent assistant, which c o n tains knowledge not only about the computa-
tional side of the system, but also about models of human visual problem solving �21�. This 

approach has been used to assist radiologists in medical diagnosis, by selectively focusing at-
tention on relevant aspects of the image, automatically enhancing the image according to the 

current needs of the problem solving activity, a n d i n teractively assisting the decision-making 

process by managing hyptheses �22�. In the case of telesystems, the intelligent assistant w orks 

closely with the human supervisor to cooperate and coordinate activities with the remote 

semi-autonomous robot. 
The purpose of this paper is to describe this particular concept of cooperative assistance 

for telesystems, and to propose a basic cooperative assistance architecture which permits the 

human and remote to interact and recover from execution failures. Successful cooperative 

assistance is expected to have the following advantages: 1� to improve both the speed and 

quality of the supervisor's problem solving performance� 2� to reduce cognitive fatigue by 

managing the presentation of information� 3� to maintain low communication bandwidths 

associated with semi-autonomous control by requesting only the relevant sensory data from 

the remote robot� and 4� to improve e�ciency by reducing the need for direct operation so 

that a supervisor could control multiple robots simultaneously. F urthermore, the approach 

is highly modular and adaptive, supporting the incremental evolution of telesystems to full 
autonomy. The architecture is general and can be applied to telesystems in space and on 

earth. 
The paper begins with a review of telesystems, showing the need for cooperative assis-

tance and the related e�orts in achieving it. The overall approach of cooperative assistance 

for telesystems is discussed next, followed by details of the architecture. The description 

of the architecture focuses on how the system supports the recovery from execution fail-
ures� however, it should be emphasized that intelligent assistance is appropriate for other 

tasks such as mission planning and learning. The feasibility of the architecture as a working 

system is demonstrated through a number of proof of principle experimental scenarios. Cur-
rent w ork in implementing the architecture and re�ning the role of cooperative assistance is 

summarized. 

Background and Related Work 
The need for varying levels of human involvement in the robot's operations has resulted in 

a n umber of di�erent approaches to the interaction between humans and machines. Lumia 

and Albus �14� talk about the continuous spectrum of activities between teleoperation and 

autonomy, while Giralt et al divide this spectrum into four di�erent operational modes �10�: 

1.	 Teleoperation or continuous supervision. In this case, the human is directly in control 
at servo-process level in a master-slave m o d e . 

3 



2.	 Advanced t e l e operation �telepresence, telerobotics, teleprogramming, semi-autonomous 
robotics�. Here the approaches range from a human in the programming loop but 
not at the servo-process level, to a global, virtual sensory re�exive teleprogramming 
architecture. 

3.	 Autonomous but purely reactive. The robots in these systems operate according to 
modalities speci�ed at design stage. In this case, there is no operational control. 

4.	 Autonomous task level programmable robots. In these systems, the operator has task 
control over the machine which i n terprets the program and executes it autonomously 
according to its perception of the context. 

Teleoperation 

Traditional teleoperations systems place the operator in a direct control loop with the remote 
robot, thereby w elding the natural intelligence and perceptual abilities of the operator to the 
robot hardware. As robots have been placed in more demanding situations and with an ever 
increasing array of sensors, this direct coupling has proven unsatisfactory. Many tasks are 
boring and repetitive, leading to cognitive fatigue in the operator and subsequent p o o r p e r -
formance �9�. Master-slave c o n trol also may increase cognitive fatigue by forcing the operator 
to think entirely in terms of a single robot coordinate frame of reference, instead of using 
task-speci�c frames �e.g., object-centric�. The amount of data that has to be transferred is 
high and for master-slave control to be successful, it must be updated frequently. This places 
practical limits on the sensors and control that can be accommodated by the communication 
link. Finally, master-slave control precludes the operator supervising multiple robots at one 
time. 

Advanced Teleoperation 

The second operational mode of Giralt's taxonomy represents two distinct categories of 
e�orts in addressing the drawbacks of teleoperation: telepresence and semi-autonomous con-
trol. In telepresence, the aim is to improve h uman control and lessen cognitive fatigue by 
providing sensor feedback to the point that the operator feels present in the remote robot's 
environment. This is accomplished by projecting the human operator into the work space, so 
that the human may assume the robot's presence in order to perform the task. This means 
a� seeing through the robot's �eyes" by using strategically placed cameras, as well as three-
dimensional modeling techniques, and b� moving the robot itself and�or its appendages by 
manipulating e�ectors through tactile feedback m e c hanisms. Telepresence gives the oper-
ator a more natural egocentric representation of the environment, allowing the task to be 
represented in any coordinate frame. Unfortunately, telepresence is still primarily a master-
slave paradigm and su�ers from the same problems. Continuous telepresent supervision may 
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be impractical for applications where the communication bandwidth acts as a bottleneck, 
and�or transmission time delays make high dexterity c o n trol di�cult or impossible �11�. 
Further di�culties include the introduction of new types of operator fatigue and cognitive 
overload due to increased environmental complexity or data displayed from non-intuitive 
sensing modalities such a s S A R . 

Semi-autonomous control systems advance teleoperation by increasing the intelligence 
on the part of the robot, thereby reducing the amount of supervision by the operator. The 
human is involved in some aspects of the remote's operation such as task speci�cation, but 
routine or �safe" portions of accomplishing the task are handled autonomously. Motivation 
for semi-autonomous control is described as follows: 

In the solutions that stem from the initial teleoperation concept, both human 
intelligence and �machine intelligence" are concentrated and cooperate at the 
operator station level. Another di�erent stream of solutions have been proposed 
that stem from the autonomous robot concept, i.e., the solutions that are some-
what the o�spring of the old-time shakey project. Here the basic objective i s t o 
have on-board, in-built intelligence at machine level so that it adapts its actions 
autonomously to the task conditions...Hence we c o n tend that these requirements 
point to a functional architecture that should provide machine intelligence aids 
to the operator at programming level as well as the on-board machine attributes 
of an autonomous intelligent robot �10�. 

Semi-autonomous control e�orts can be loosely classi�ed as advocating either shared, 
traded, or supervisory control schemes. In shared control �12�, the human initiates the actions 
the remote robot will use to accomplish the task, monitors the its progress, interacts with 
the robot by adding perceptual inputs, and interrupts execution as needed. The operator 
provides low-frequency supervision, essentially periodically �looking over the shoulder" of 
the remote and adjusting its behavior. Shared control frees the operator's attention from 
directly controlling nominal activities while allowing direct control during more perceptually 
intensive activities such as direct manipulation of parts �13�. It also provides the possibility 
of the remote learning new behaviors by observing the operator's mapping of non-nominal 
sensory patterns into appropriate control commands �12�. 

In traded control, the remote and local systems exchange control of the robot based on 
the demands of the task and the constraints of the environment �1, 12, 1 9 �. In systems 
such a s � 1 9 �, the remote operates autonomously for tasks in which its performance is known 
to be better and under direct supervision if the remote fails. However, traded control can 
go the other way as seen in the KRITIC architecture �2�, where the remote may o verride 
an instruction from the operator �turn left� if deemed necessary �there is an obstacle on 
the left�. Traded control schemes are particularly advantageous for operating robots in 
unknown environments. There, the time-delay m a y cause the operator to issue a directive 
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whose consequences cannot be perceived fast enough to be revoked. Which aspects of the 
control to trade and when are still open issues. 

Supervisory control relies on the operator to initiate and terminate the action and to 
respond to emergency situations. As a result, it gives quicker task completion by a voiding 
commmunication time delays and eliminates the need for continuous attention �26�. Super-
visory control may be the most likely control scheme to allow an operator to handle more 
than one remote robot at a time. However, as noted in �5�, a major limitation with either 
supervisory or fully autonomous control is the development of self-monitoring routines for 
the robot so that it can alert the operator that an anomalous situation has arisen. 

Tele-assistance 

Semi-autonomous control schemes increase the arti�cial intelligence residing at the remote 
in order to reduce both the amount o f c o m m unication between local and remote, and the 
demands on the operator. However, there is still a need for human problem solving capa-
bilities, particularly to con�gure the remote for new tasks and to respond to unanticipated 
situations. In order to support the interaction between the di�erent i n telligent capabilities 
at the remote and local, the teleoperations community is becoming increasingly interested in 
computerized assistance for telesystems �tele-assistance�, both for the e�ective �ltering and 
display of pertinent information or data, and also for the decision-making task itself. 

Three systems, in addition to the one presented in this paper, have dealt with some of the 
issues pertaining to tele-assistance. O'Connor and Bohling �17� address the need for an inter-
active i n terface which provides an image analyst with supplemental contextual information. 
This system does not use any underlying intelligence, but does illustrate the advantages of 
moving away from the limitations of conventional image processing and traditional interfaces. 

Coi�et and Gravez �6� describe a cooperative system in which strategic assistance to the 
operator should consist of �the selection and processing of relevant data �sensor outputs and 
execution reports�, and the �ltering of operator commands." This approach to cooperation 
results in a dialogue between the human and the robot which i n volves task-oriented diagnosis, 
and the proposal of pertinent solutions. 

Edwards et al �7� have developed a �manager's associate" interface for mission planning, 
mission management, and vehicle teleoperation and survey activities on a mobile robot. The 
associate system uses models of the task and the user to provide advanced user support, 
including workload management, error recognition and correction, display management, and 
selective task automation. The primary di�erences between the manager associate and the 
cooperative assistance approach t a k en in this paper is the use of broader arti�cial intelligence 
methods such as visual interaction models for problem solving rather than rule-based models, 
and the encapsulation of the assistant as a separate computational agent. 
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Approach 

The goal of the research described in this paper is a cooperative tele-assistance architec-
ture. Our approach treats the remote and human as computational agents possessing unique 
knowledge and intelligence. It relies on a third computational agent called the intelligent 
assistant to act as an intermediary between the human and the robot. This agent resides on 
the local system� it doesn't move and it doesn't perceive. Rather, it supports the perception 
and problem solving capabilities of the human and the robot by selectively �ltering and 
enhancing perceptual data obtained from the robot, as well as generating hypotheses about 
execution failures which cannot be solved by the remote. 

The intelligent assistant uses a blackboard architecture to observe and manage the in-
formation posted independently by the remote and human intelligences. Blackboards have 
been previously used successfully for teleoperation by E d w ards et al �7� in the Ground Vehicle 
Manager's Associate project and by P ang and Shen �18� for the high level programming and 
control of mobile robots to assist the operation of the emergency response team involved in 
a hazardous material spill. In our application of the blackboard, the robot, the supervisor, 
and the assistant are considered independent i n telligent agents as shown in Figure 1. 

********************************* 
Figure 1 about here 

******************************** 

Each of the computationals agents has internal routines called knowledge sources which 
read and post information to a global, asynchrononous data structure called the blackboard. 
The knowledge sources at the remote post their information about the status of the robot. 
The human supervisor, by de�nition a knowledge source, communicates with the intelligent 
assistant and the remote robot via a graphical interface managed by the assistant. The 
interface supports learning new con�gurations and associates responses to extraordinary 
events. 

A description of the basic operation of the intelligent assistant i s g i v en in the following 
example. If the remote detects an anomalous situation that it cannot �x itself, it posts the 
nature of the alert and what progress it has made in classi�cation and�or recovery. The 
intelligent assistant whose knowledge sources monitor the blackboard is alerted by t h i s p o s t -
ing. The intelligent assistant responds to the alert by attempting to assess the nature of the 
problem, and then uses the principles of visual interaction in problem solving in conjunction 
with task-dependent models to determine what information, sensor data, and associated 
levels of enhancement to display to the supervisor. The supervisor, in turn, interprets the 
display, posts hypotheses and may request additional information and sensor data from the 
remote. The intelligent assistant manages the hypotheses, reminds the supervisor of ap-
propriate diagnostic procedures, requests sensor data from the remote, and then enhances 
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it to highlight the attributes needed to con�rm the current h ypothesis. The assistant a l s o 

coordinates the display of relevant c o n textual information such as terrain or cartographic 

data, imagery-related data �weather conditions, etc.�, and general information �intended 

task, etc.�� the importance of ancillary information was established in �17�. 

Cooperative Tele-Assistance Architecture 

To a c hieve this goal of cooperative tele-assistance, two major software systems have b e e n 

joined together within the blackboard paradigm and modi�ed appropriately for this appli-
cation domain. The �rst is the Sensor Fusion E�ects �SFX� architecture �16�, which utilizes 

state-based sensor fusion to support the motor behavior of a fully autonomous robot. If 
an execution failure is detected, fusion is suspended and control is passed to an exception-
handling mechanism. The exception handler attempts to identify the problem and either 
repair or replace the sensing con�guration and its associated state. The SFX architecture 

is the basis for the remote roboticagent. The second system, called VIA �Visual Interaction 

Assistant�, is designed to cooperatively assist human perception and problem solving in a 

diagnostic visual reasoning task �23�. It is the foundation for the intelligent assistant a g e n t 
and controls the interface to the human agent. VIA is a blackboard-style system which 

utilizes knowledge-based techniques to focus the user's attention on relevant parts of the im-
age, automatically enhancing the image according to the needs of the user's problem solving 

process. It further manages diagnostic hypotheses, maintaining beliefs according to current 
evidence, and assists the user to converge opportunistically on a solution where possible. 
This system was originally d e v eloped in the domain of diagnostic radiology, and a small 
prototype system was built which demonstrated some of these capabilities, and received 

favorable response when tested with a number of radiology residents �22�. 
One argument for combining the SFX and VIA systems is their common emphasis on 

perception: SFX concentrates on robotic perception, while VIA works with human percep-
tion. The intelligent agent a l l o ws a computational medium for symbolic communication of 
what the robot perceives and what the human interprets. These two systems have b e e n 

adapted to work together in the context of tele-assistance, and the modi�ed systems have 

been named teleSFX and teleVIA, respectively. A practical advantage of linking these two 

systems is that under teleSFX, the robot has already attempted a certain amount of trouble-
shooting itself. Thus information about what has been tried, the robot's own conclusions, 
and the relevant sensor images can all contribute to the decision-making process of the local 
supervisor. In order to achieve this, the teleSFX system includes an interactive exception 

handling component, which allows the robot to call for help in the event that its own excep-
tion handling capabilities could not resolve the problem. An overview of the entire system 

is shown in Figure 2, and further details are provided in the following subsections. 
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********************************* 

Figure 2 about here 

******************************** 

In this diagram, it can be seen how the interactive con�guration and interactive exception 

handling components of the teleSFX architecture are merged with the intelligent assistance 

provided by teleVIA, through the panels of the blackboard. The emphasis in this paper is 

on the interactive exception handling aspects of this design. 

TeleSFX 

The remote agent is implemented following the teleSFX architecture. In �15�, the teleSFX 

control scheme was introduced, emphasizing the intelligent exception handling mechanism at 
the remote. Unlike con�guration, exception handling must be done in real-time �for example, 
a robot may b e m o ving when a sensor malfunctions�. As shown in �5�, autonomous exception 

handling is di�cult because it involves domain and hardware speci�c information which m a y 

not always be available or correct. 
TeleSFX uses a three part strategy for exception handling: detection, classi�cation, and 

recovery. The �rst step, detection, determines that a �sensing failure" has occurred. Sensing 

failures are any anomalous or suspect conditions that have been previously de�ned by t h e 

knowledge engineer. Sensor malfunctions are one type of failure. Many sensor malfunctions 

manifest themselves via explicit hardware errors communicated to the controlling process 

�e.g., bus errors, frame grabber errors� and tend to be straightforward to classify and recover 
from �e.g., reset the system, request a retry�. Another class of sensing failures is due to 

unanticipated changes in the sensing environment which degrade the performance of one or 
more sensors �e.g., the lights are turned o�, high concentration of dust�. The third and 

�nal class of failures stem from errant expectations, where the robot is interpreting the 

observations according to a model. If for some reason the robot has selected the wrong 

model at the wrong time �e.g., for mechanical reasons, the robot did not rotate fully to the 

intended viewpoint�, the sensor observations are unlikely to agree. 
Failures in the latter two classes are di�cult to detect because the sensors are operating 

�correctly" but their data can no longer be interpreted without accounting for the changed 

context. Therefore teleSFX is sensitive to inconsistencies in the evidence contributed by 

di�erent sensors for a particular task. The knowledge engineer de�nes a set of failure condi-
tions representing these inconsistencies for the particular implementation. Each perceptual 
process may h a ve a di�erent set of thresholds for those failure conditions, given the unique 

interactions between sensors. 
In the classi�cation step, the remote robot attempts to autonomously identify a sensing 

failure, and adapt the sensing con�guration. This involves hypothesis generation, testing 

and response heuristics at the remote site, and several experiments have been described in 
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�5� which demonstrate this capability. H o wever, the success of the classi�cation s t e p d e p e n d s 
on the expert understanding of the domain and the sensors. This domain-dependence means 
that classi�cation by the robot is brittle and will not always be successful. Therefore, if the 
remote system cannot resolve the di�culty, teleSFX must post the request for help to the 
blackboard, together with immediately relevant d a t a s u c h as current sensor data and a log of 
the remote's hypothesis analysis. This signals the teleVIA system to activate its knowledge 
sources in order to request and present further data, as well as to perform further hypothesis 
analysis. 

Figure 3 shows the details of the control system for the remote site. 

********************************* 
Figure 3 about here 

******************************** 

The local supervisor is involved primarily in interactive con�guration, and general mon-
itoring, until the interactive exception handling is triggered by the remote system. At that 
point, teleVIA takes over from teleSFX until the repair is communicated. 

TeleVIA 

In Figure 4 are shown the components of the cooperative system which assists the human 
supervisory activities at the local site. 

********************************* 
Figure 4 about here 

******************************** 

TeleVIA consists of the blackboard data structure, which is organized into �ve m a j o r 
panels, together with four main control modules: Hypothesis Manager, Strategy Selector, 
Attention Director and User Interface. These modules interact with a knowledge base which 
serves as the repository of long-term information in the system. 

TeleVIA Blackboard 

The blackboard is the heart of the cooperative i n telligent assistant. It is where the evolu-
tionary results of the problem solving e�ort are captured. The logical partitioning of the 
blackboard is based on components of a cognitive model of visual interaction described in 
�21�, and illustrated in Figure 5. 
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********************************* 

Figure 5 about here 

******************************** 

This organization was designed to facilitate transfer of information between human per-
ception and problem solving during a visual reasoning task. In the domain of tele-assistance, 
it is seen that, with one exception, the same logical partitions or panels may be used. The 

additional information which i s c o n tributed by the remote robotic system is accommodated 

in the subpanels as shown in Figure 6. 

********************************* 

Figure 6 about here 

******************************** 

Current C o n text Panel 

In the general VIA design, this area contains information that is known about the overall 
problem context. In the teleVIA mode, the Current C o n text Panel is used to monitor the 

robot's �or robots'� current activities. It is active at all times during the mission, and con-
tains information about the task underway, the known environmental factors and conditions, 
which sensors are active a n d w orking, and intermittent video images from the robot reinforc-
ing the operator's knowledge of the context within which the robot is currently functioning. 
This panel is visible when the system is in �monitoring" mode, as well as in �failure" mode. 

Interactive Exception Handling 

This panel re�ects the state of the robot's perception. In particular, when a sensor fusion 

failure occurs and cannot be resolved by the robot, the signal for help is sent here, together 

with the type of failure, currently active sensors, and the belief table for those sensors. This 

tells the local supervisor what the perceptual status of the robot is at the time of failure, 
and provides initial information for teleVIA to begin formulating hypotheses, and requesting 

further information. 

Interactive Con�guration 

This additional panel will allow the local operator to select appropriate sensors, and to 

communicate sensing and backup plans to the robot. It is provided to permit direct human-
robot communication, and has no counterpart in the original cognitive m o d e l . 
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Hypothesis Panel 

This panel contains the current hypotheses that constitute the partial �or complete� 
solutions that are evolving as a result of the problem solving activity. It is divided into two 

subpanels: 

1. The Robot Hypotheses area contains the hypotheses generated by the teleSFX system 

at the remote site, and re�ects the diagnostic and problem solving activities carried 

out autonomously by the exception handling mechanism of the robot. These must be 

communicated to the teleVIA system in the event of a failure, so that teleVIA can take 

advantage of what the robot itself has already tried. 

2. The subpanel containing TeleVIA Hypotheses consists of hypotheses generated by t h e 

knowledge sources of teleVIA, based on the information posted by the remote system 

in combination with more extensive k n o wledge retrieved from the teleVIA knowledge 

base. 

Attention Panel 

This panel is the locus of the visual focus-of-attention mechanism. It is also partitioned 

into two parts: 

1.	 Attention Directives are issued by the teleVIA system in order to assist the local super-
visor's perception of relevant data. To accomplish this, teleVIA may request particular 
images to be transmitted by the robot. In this way, delays due to transmission of un-
necessary and�or extraneous data may b e a voided. Furthermore, since the images are 

selected by teleVIA's knowledge sources according to the current problem, they are 

more likely to be pertinent and useful. The directives issued to the human supervisor 
are then aimed at guiding him�her to look at particular aspects of the data provided 

by the remote system. 

2. The second	 area of the Attention Panel consists of one or more images, obtained 

from the robot by the teleVIA system. Depending on the sensory modality o f t h e 

displayed images and�or data �e.g., video vs. infra-red vs. ultrasonics�, teleVIA will 
also automatically execute appropriate image enhancements designed to facilitate the 

supervisor's perception of the feature�s� in question. In this manner, the superior 
perceptual capabilities of the human can be exploited in order to diagnose the problem 

more quickly. 

TeleVIA Control 

The four control modules of teleVIA are also based on aspects of the cognitive model of visual 
interaction referenced previously in �21�. The Hypothesis Manager is primarily concerned 
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with the problem solving aspect of the task, while the Attention Director deals with the 

perceptual side. The Strategy Selector allows the program to decided which of these aspects 

to consider next, and also which approach t o t a k e. The graphical user interface implements 

the human-machine communication mechanism between teleVIA and the human supervisor. 

The Strategy Selector is used to pass control from the Hypothesis Manager to the Atten-

tion Director, since the way in which a t t e n tion is focused may depend on the strategy used 

for reducing the list of active h ypotheses. The Attention Director is concerned with focusing 

attention by p r e s e n ting and enhancing images as well as suggestions to the operator of what 

to look at next. The User Interface is the component through which the human operator 

communicates with the teleVIA system. 

Hypothesis Manager 

The Hypothesis Manager impacts the blackboard through the activities of hypothesis-

related knowledge sources. Each k n o wledge source has a set of preconditions that must 

be satis�ed by information at a particular level of the blackboard. It then performs a 

transformation of the information at one or more levels. Some examples of knowledge sources 

which are activated by the type of sensor involved in the failure are illustrated in the following 

tables. 

K-S 1 

Precondition: 
Infra-red is posted on suspect sensor list. 

Action�s�: 
Request latest image from robot.
 

Post image to raw data slot of EHKS-frame.
 

K-S 2 

Precondition: 
Infra-red is suspect and raw d a t a i s a vailable. 

Action�s�: 
Run default false-color enhancement.
 

Display enhanced image.
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K-S 3 

Precondition: 
Infra-red is suspect and raw d a t a i s a vailable. 
Action�s�: 
Retrieve e n vironmental knowledge from current context. 
If knowledge � available then 

invoke knowledge-based-false-color enhancement 
Display enhanced image. 

In this example, the latter two k n o wledge sources compete with each other, and will be 
prioritized, depending on the availability of current c o n text information. 

Strategy Selector 

This module is invoked by the Hypothesis Manager when a knowledge source needs 
further information before proceeding. It examines the current b l a c kboard con�guration in 
order to determine an appropriate strategy for the next step in the problem solving process. 
A H i g h L e v el Plan is then generated to carry out the selected strategy, and is passed to the 
Attention Director for re�nement and execution. 

The strategies can be classi�ed as either perceptual strategies or problem solving strate-
gies. Since images must be requested from the robot and sometimes modi�ed before display, 
the perceptual strategies include a� selection�display and b� enhancement. In a�, the system 
may decide to consider all of the constraints of the sensors' data �transmission time, reso-
lution quality, perceptual information, etc.� together with the current failure information. 
On the other hand, mission time restrictions may require a strategy of obtaining relevant 
images at a lower resolution than normal. In all of these cases, the ideal goal is to choose 
the image�s� which w ould be most likely to allow the local supervisor to immediately detect 
the problem by just looking at the image. In b�, again time or other constraints might a�ect 
the appropriateness or desirability o f i n voking di�erent t ypes of image enhancemnts. 

The problem solving strategies, on the other hand, provide guidance on how to handle the 
diagnostice hypotheses. The initial strategies we h a ve i d e n ti�ed come from the radiology do-
main, where there is often a very large set of potential candidates for diagnostic hypotheses. 
These strategies include: a� rule-out - the system looks for evidence which a l l o ws it to reduce 
the number of candidate hypotheses� b� support - the system seeks supporting evidence for 
the strongest candidate hypotheses of a relatively small set� c� not-enough-information - the 
system has not been able to generate any h ypotheses, and therefore requires more evidence 
�particularly of a percpetual nature� in order to begin problem solving. Although initial 
work in the tele-assistance domain has revealed a paucity of failure-related knowledge, it is 
expected that as the the domain theory grows, these types of strategies will prove t o b e m o r e 
e�ective. 
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Attention Director 

The Attention Director module takes the High Level Plan produced by the Strategy 

Selector, and constructs an Attention Plan that contains detailed instructions for focusing 

attention. The steps of the Attention Plan are based on the particular type of evidence 

that is needed to ful�ll the mandate of the Strategy Selector. These steps are expanded 

with image enhancement procedures where appropriate, and are executed. Control is then 

passed to the operator for feedback. In this way, the system presents information, makes 

suggestions, and enhances the image�s� in such a w ay as to in�uence the direction of the 

operator's problem solving. 

User Interface 

The User Interface is divided into two p a r t s : t h e Logical User View, w h i c h controls how 

much of the blackboard is visible to the user, and the Presentation Manager, w hich controls 

the form of the interface as it is presented to the user. The Logical User View component o f 
the user interface allows the system to be adapted for various purposes without compromising 

its basic problem solving approach. For example, when the operator is simply monitoring the 

robot, and performing interactive con�guration, the panels involved in exception handling 

should be hidden from view. There may also be a certain amount of data posted to the 

blackboard, which is utilized by teleVIA in its hypothesis management, but which should not 
necessarily be visible to the operator. On the other hand, the Presentation Manager provides 

the actual human-machine interface of the system through a displayed representation of the 

Logical User View. This may t a k e a n umber of forms including menus, icons, graphics, and�or 
direct manipulation windows, and may e v en extend to audio as well as visual mechanisms. 

Experiments 

The experiments described here use data for scene recognition which w as collected from two 

sources. Scenarios 1, 2, 3 and 5 are based on sensor observations collected from the Denning 

DRV mobile robot, George, at the Georgia Institute of Technology. Scenario 4 is based on 

sensor data from Clementine, the Colorado School of Mines' Denning MRV-3 mobile robot. 
Five di�erent t ypes of sensors �an Inframetrics true infrared camera, a black and white 

video camera, a Hi8 color camcorder, a UV camera and ultrasonics� provided observations 

from George. Clementine supplied data sets from three sensors �a black and white video 

camera, a color camcorder, and ultrasonics�. Both robots simulated security guards, where 

the task was to determine whether a student desk area of a cluttered room had changed 

since the last visit. In the following scenarios the focus is on the activities of the teleVIA 
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system in response to the request for help from the remote system. 

Scenario 1 

In the �rst experiment, the robot collected data for the desk scene while facing a di�erent 

part of the room. An example of this is shown in Figure 7 �this �gure shows a �before" and 

�after" image from the black and white camera�. 

********************************* 

Figure 7 about here 

******************************** 

The e�ect of this was that while the infrared sensor correctly believed that the scene had 

not changed, the black and white camera mistakenly thought that the scene had changed. 
This resulted in a �high con�ict" type of state failure during fusion. The robot then generated 

a h ypothesis of sensor malfunction, and attempted to run diagnostics on the two con�icting 

sensors. These diagnostics, however, showed that both sensors were working correctly. At 

this point, the robot could not proceed further, and a signal for assistance was simulated. 
A request is posted to the interactive exception handling panel of the blackboard, indi-

cating the type of failure it has encountered, and including the beliefs which led to this failed 

fusion. In this initial version of teleVIA, the images from both of the suspect sensors are 

requested and displayed for comparison. The possible causes of failure which are known at 

this time include: wrong input, sensor malfunction, sensor occlusion, sensor hardware error 

�missing data, self-diagnostic error�, multiple sensor errors and electromagnetic interference. 
In this case, the human can easily detect the mistake �wrong input� by simply comparing the 

two images. Since the purpose of the system is to provide assistance as quickly as possible, 
an assumption is made that, if applicable, images which are most easily perceived by h umans 

are given priority, so that the most e�ective solution to the problem can be supported. Once 

the supervisor indicates a high belief in a diagnosis, a list of repair possibilities will be posted 

to the interactive con�guration panel for implementation. 

Scenario 2 

In the second experiment, a transmission failure was simulated, distorting the image. The 

distortion led the fusion process to declare a �below m i n i m um" type of failure, and, as a 

result, the exception handling mechanism generated a �rst hypothesis of �inadequate sensing 

plan". A b a c kup plan was then implemented, and sensor data was reacquired accordingly. 
The new plan added a color camera to the sensing suite, and subsequently a fusion failure of 
�high con�ict" was encountered between the black and white camera and the color camera. 
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As in the previous experiment, teleSFX then generated the hypothesis of sensor malfunction, 
performed diagnostics which denied this hypothesis, and then called for assistance. 

In this case, both of the failures are posted to the blackboard, together with the beliefs 

generated for each attempt. Once again, the primary troubled sensor is the black and white 

camera� however, since the second attempt introduced the con�icting image from the color 

camera, both the black and white and the color video images are displayed by teleVIA for 

the operator to examine �rst. In this case as well, the operator should be able to determine 

the problem fairly quickly by simply comparing the black and white video image with that 

of the color camera. Note that this is how the system would respond to problems due to 

external factors such as dirt on the lens, high dust content in the atmosphere, etc. 

Scenario 3 

In the third experiment, the lights were turned o� during data collection to simulate an 

unforeseen change in environment. In this case the exception handling mechanism of the 

robot arrived at a correct conclusion of �environmental change" by testing the visible light 

information. However, for this type of problem, operator assistance is still needed for re-
covery, and therefore a message is posted to the interactive con�guration portion of the 

blackboard requesting intervention. The beliefs leading to the original state failure, together 

with the hypotheses generated and tested by the robot, are posted to the blackboard, while 

images and data from the relevant sensors �black and white camera, and UV sensor� are also 

displayed. This enables the supervisor to determine what type of environmental change may 

have occurred. 
In each of these experiments, the primary sensor involved in the problem was the black 

and white camera. Since these experiments were originally designed to test the autonomous 

exception handling capabilities of the teleSFX system, the results, when extended to the 

teleVIA component are somewhat arti�cial. However, they serve the purpose to establish the 

type of information which m ust be communicated between the remote and the local systems 

in even such elementary scenarios. This allows us to determine the types of knowledge 

sources which m a y be activated, the di�erent t ypes of hypotheses which m a y be needed, and 

how to present this information e�ectively using the blackboard mechanism. 
Further experiments are underway which emphasize sensor data which is not as easily 

perceived by t h e h uman supervisor, and which m a y require enhancement before conclusions 

may b e d r a wn. In these cases, teleVIA knowledge sources are activated according to the 

type of sensor�s� involved in the state failure. This is then combined with knowledge of the 

current c o n text to select appropriate enhancements, and display the information through 

the graphical user interface. The following scenarios were constructed using images acquired 

by the robot for a drill press scene. 
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Scenario 4 

In this example, it is assumed that the ultrasonics are contributing primarily to the fusion 
failure. In this experiment, one out of the 24 ultrasonics transducers mounted in a ring began 
to report widely �uctuating readings. A sensing failure of �highly uncertain" evidence was 
reported, but the responsible sensor could not be isolated, thereby necessitating aid from the 
local system. The raw ultrasonic readings that come from a Denning mobile robot are just 
numb e r s , w h i c h represent measurements in feet. However, when this data is represented as 
a polar plot as in Figure 8, it is much easier to notice if one or more of the sensors is giving 
erroneous readings. 

********************************* 
Figure 8 about here 

******************************** 

This is further reinforced if the numerical data are examined in the light of knowledge 
about the current c o n text, for example, that a room �or mine shaft� is thought t o h a ve 
certain dimensions. A further enhancement of the data which can aid the local operator is 
an occupancy grid, which presents a bird's eye view of what the robot has sensed so far. The 
robot builds up this grid or map as it processes ultrasonics data. With both of these types 
of displays, the operator is more likely to diagnose the failure of an ultrasonic transducer or 
board, or to detect an erroneous reading. 

Scenario 5 

When the sensor in question during exception handling is the infra-red camera, enhance-
ments are once again needed to assist the operator's perception of the information in the 
image. In this case, the untouched true infra-red image is typically gray scale, and there is 
often not a great deal of discernible contrast in the image. It is common practise to add 
false color to such an image to show the heat distribution. However, certain choices of false 
color maps still do not enhance the image, and may obscure the details even further. In the 
drill-press example, dividing the grayscale into 6 equal bands of color leads to a primarily 
yellow image, due to the extreme heat of the drill press. However, utilizing model-speci�c 
information about the drill press, for example, can result in a more appropriately enhanced 
image, making it easier for the operator to see the heat pro�le represented as blue, green, red, 
yellow, and white bands. A grey scale rendition of the raw image and the two enhancement 
variations is shown in Figure 9. 

********************************* 
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Figure 9 about here 

******************************** 

Ongoing Work
 
Current w ork is concentrating on constructing experiments in real-time where an operator 
at Clark Atlanta will interact with the remote robot �Clementine� at Colorado School of 
Mines. An important issue which has not been addressed in this work so far is that of 
learning. The robot will typically be working in hazardous and�or remote environments 

about which little may be known, and therefore it is di�cult to anticipate the types of 
problems which m a y arise. Not only would it be desirable to increase the autonomy o f t h e 

individual robot wherever possible, but the knowledge gained from solving these problems 

could be disseminated to other robots in the �eld. Furthermore, if the teleVIA system could 

�remember" certain interactions, these could immediately be retrieved from memory, rather 
than having to generate the same session over again. The technique of case-based reasoning is 

a natural candidate for this type of learning. Each i n teractive exception handling session may 

be captured as a case, which w ould be indexed on features such as particular con�gurations 

of sensors and failure types. Such a case could also include relevant images, or at least image 

types and enhancements used, so that teleVIA would simply use a case retrieval mechanism 

rather than a potentially complicated reasoning strategy. Certain aspects of the exception 

handling and recovery procedures might also then be communicated to the robot itself, to 

extend its autonomous capabilities, especially for recurrent problems. 

Summary and Conclusions 
This paper presents an approach to tele-assistance for semi-autonomous mobile robots, which 

reduces the level of human supervision and provides intelligent assistance for problem solv-
ing. The approach partitions problem solving responsibilities between the remote and the 

local machines. The remote system monitors its sensing for anomalies, called sensing failures, 
using teleSFX. If a failure occurs, it attempts to classify the source of the problem using a 

generate and test methodology. If it is successful in identifying the source, it then attempts 

to autonomously recover �e.g., go to back u p s e n s o r s , c hange parameters�. Otherwise, if the 

source cannot be classi�ed, or if no recovery strategy is available, the local machine must 
provide the exception handling. Exception handling at the local is done by the supervisor, 
with the help of teleVIA. TeleVIA uses a common blackboard to cooperatively assist the 

supervisor by posting what has been done by the remote robot, displaying and enhancing 

sensor data needed in ascertaining the problem, and managing diagnostic hypotheses and be-
liefs. Experimental scenarios using data collected from mobile robots illustrate the operation 

of the system. 
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Cooperative assistance is expected to improve both the speed and quality of the super-
visor's problem solving performance by p r o viding an intelligent i n terface which manages the 
presentation of data and guides the problem solving process using task models. It is also 
expected to reduce cognitive fatigue for the same reasons. The assistant m a i n tains a low 
communication bandwidth by requesting only data which is believed pertinent to the current 
cognitive task, rather than post all information to the supervisor. The overall work e�ciency 
is likely to increase as the assistant f r e e s t h e h uman to supervise multiple remotes. Overall, 
the approach supports the incremental addition of arti�cial intelligence as more progress is 
made in learning and planning. 
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Figure 7: Example for Scenario 1. 

29
 



Figure 8: Example Ultrasonics Sensor Frame and Polar Plot. 
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Figure 9: False Color Enhancements and Raw Image. 
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