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Abstract. Strong laws of large numbers are given for L-statistics (linear combinations of order statistics) and for U-statistics (averages of kernels of random samples) for ergodic stationary processes, extending classical theorems of Hoeffding and of Helmers for iid sequences. Examples are given to show that strong and even weak convergence may fail if the given sufficient conditions are not satisfied, and an application is given to estimation of correlation dimension of invariant measures.

1. Introduction

One of the fundamental problems in statistics is the estimation of a parameter \( \theta = \theta(F) \) of an unknown distribution \( F \), based on functions of observations \( X_1, X_2, \ldots \) from a statistical experiment (see e.g. [Le]). This article will consider the so called L-, and U-parameters (introduced in §2), which include certain of the following classical parameters:

- Moments: \( M_\alpha(F) = E(X^\alpha) \);
- Central moments: \( \sigma_\alpha(F) = E(|X - EX|^\alpha) \);
- Generalized expected maxima: \( P_\alpha(F) = m(F^\alpha) \);
- Quantiles: \( Q_\alpha(F) = F^{-1}(\alpha) = \inf\{x : F(x) \geq \alpha\} \);
- Generalized Gini differences: \( g_\alpha(F) = E(|X - \tilde{X}|^\alpha) \);

where \( X \) and \( \tilde{X} \) are independent with distribution \( F \); \( EX \) denotes the expected value of \( X \); and \( m(F) = \int xdF(x) \) is the mean of the distribution \( F \).

In the above notation, for example, \( M_1(F) = P_1(F) = \) expected value of \( X \); \( \sigma_2(F) = \) variance of \( X \); \( P_2(F) = E(\max\{X, \tilde{X}\}) \); \( g_1(F) = \) Gini mean difference of \( X \); and \( Q_1(F) = \) smallest median of \( X \).

Various functions (statistics) of the observations \( X_1, X_2, \ldots \) of the underlying process can be used to estimate parameters, including the L- and U-statistics described below. If the sequence of observations is iid, much is known about the
limiting behavior of these statistics. On the other hand, iid realizations are sometimes unrealistic, as is often the case when the observations come from real data which cannot be replicated in computer experiments (see § 6).

It is the main purpose of this article to establish strong laws of large numbers for both $L$- and $U$-statistics for ergodic stationary processes (ESP).

Recall that a (real valued) ergodic, stationary process (ESP) with sample space $(\Omega, \mathcal{A}, P)$ is a stochastic sequence $(X_1, X_2, \ldots)$ of form $X_k = f \circ T^k$, where $T$ is an ergodic, probability-preserving transformation of the probability space $(\Omega, \mathcal{A}, P)$, and $f : \Omega \to \mathbb{R}$ is a measurable function. The marginal of the ESP is the distribution of $X_1$, and the ESP is called integrable if $X_1$ is integrable, and bounded if $X_1$ is (essentially) bounded.

The organization is as follows: § 2 introduces $L$- and $U$-parameters and strong laws for their statistics; § 3 and § 4 establish the $L$-parameter and $U$-parameter strong laws of large numbers for ergodic stationary processes, respectively; § 5 proves the strong law for $U$-statistics for weakly Bernoulli sequences; and § 6 contains an application to dimension estimation.

2. $L$- and $U$-Parameters and Statistics

Given a probability distribution function $F$ on the real line $\mathbb{R}$, we denote by $F^{-1} : [0, 1] \to [\infty, \infty]$ the lower inverse defined by $F^{-1}(0) = \text{ess inf}(F)$, and for $u \in (0, 1]$,

$$F^{-1}(u) = \inf\{x : F(x) \geq u\}.$$

Given a finite sequence $X_1, X_2, \ldots, X_n$ of random variables, the empirical distribution function $F_n$ of the random variables $X_1, X_2, \ldots, X_n$ is the random probability measure determined by

$$F_n(x) := \frac{1}{n} \# \{ i \leq n : X_i \leq x \},$$

and their order statistics $\{X_{n, i} : 1 \leq i \leq n\}$ are the values of the random variables in increasing order: $X_{n, 1} \leq X_{n, 2} \leq \cdots \leq X_{n, n}$.

Note that

$$F_n^{-1} = X_{n, 1} 1\{0\} + \sum_{i=1}^{n} X_{n, i} 1\left(\frac{i-1}{n}, \frac{i}{n}\right],$$

where $1_A$ denotes the indicator function of the set $A$.

**Definition 2.1.** $\theta = \theta(F)$ is an $L$-parameter of $F$ if there exists a representing (finite signed Borel) measure $\mu = \mu_\theta$ on $[0, 1]$ so that

$$\theta(F) = \theta_\mu(F) = \int_0^1 F^{-1} d\mu_\theta$$

for all $F$ for which the integral is defined.

Such representing measures are always unique, as can be established by evaluating $\theta$ for the distributions $F$ of $\{0, 1\}$-valued random variables.

In case the representing measure $\mu$ is absolutely continuous (a.c.), $J = J_\mu$ will denote the Radon-Nikodym derivative $\frac{d\mu}{d\lambda}$ where $\lambda$ (here and throughout) is Lebesgue measure. The class of all $L$ parameters is denoted by $L$. 
Intuitively, an $L$-parameter is a parameter of a distribution which may be expressed as the a.s. limit of distribution-free linear combinations of the order statistics of the sample $X_1, X_2, \ldots, X_n$. Analogous definitions have been given in a variety of settings (see [Se] and references therein). Although technically $M_2(F) = E(X^2)$ is not an $L$-parameter, it may easily be estimated using $L$-statistics based on the order statistics for $X_1^2, X_2^2, \ldots, X_n^2$ (see Example 2.2 below for the mean), and similar such straightforward extensions of the definition of $L$-parameter are left to the interested reader.

**Example 2.2.** For the classical parameters listed above, it is easily seen that the mean $M_1(F)$ and $P_1(F)$ are $L$-parameters with $J(u) \equiv 1$; $P\alpha(F)$ is a $L$-parameter with $J(u) = \alpha u^{\alpha-1}$ for $\alpha \geq 1$; and the Gini mean-difference $g_1(F)$ is a $L$-parameter with $J(u) = 4u - 2$ (e.g. [Se, p.265]).

The main $L$-parameter result of this article is the next theorem, which extends the corresponding result for iid sequences (e.g. [He], [vZ]), to conclude that an $L$-parameter can be consistently estimated (in the a.s. sense) on the basis of linear combinations of order statistics of data ($L$-statistics) arising from ergodic stationary processes as well.

**Definition 2.3.** Given an $L$-parameter $\theta$, the $L$-statistic for $\theta$ based on a sequence $X_1, \ldots, X_n$ is

$$L_\mu(X_1, \ldots, X_n) = \int_{[0,1]} F_n^{-1} d\mu = \mu(\{0\}) X_{n:1} + \sum_{i=1}^{n} \mu \left( \left( \frac{i-1}{n}, \frac{i}{n} \right) \right) X_{n:i}.$$  

(The inclusion of interval endpoints is only relevant when $\mu$ has atoms.) The $L$-parameter SLLN is said to hold for $(X_k)_{k \in \mathbb{N}}$ and $\theta$ if $L_\mu(X_1, \ldots, X_n) \to \theta_\mu$ $P$-a.s.

**Theorem L** (SLLN for $L$-statistics). Let $(X_k)_{k \in \mathbb{N}}$ be an ergodic stationary process with marginal $F$, and let $\mu$ be an atomless finite signed Borel measure on $[0,1]$. If either:

(i) $(X_k)_{k \in \mathbb{N}}$ is bounded; or
(ii) $(X_k)_{k \in \mathbb{N}}$ is integrable, and $\mu$ is absolutely continuous with bounded density, then

$$\lim_{n \to \infty} L_\mu(X_1, \ldots, X_n) = \theta_\mu(F) \quad P\text{-a.s.}$$

The proof will be given in §3, along with examples to show the conclusions may fail without boundedness.

It is shown in [G-H, Example 3.1], that the $L$-parameter SLLN may fail even for iid sequences when the representing measure has atoms. As a complement to Theorem L(ii), there are $L$-parameters with a.c. representing measures for which the $L$-statistic SLLN fails for some integrable iid sequences (Example 3.2 below). Indeed, this failure is also of the corresponding weak law.

Next, $U$-parameters and their statistics will be introduced and the corresponding SLLN will be stated.

**Definition 2.4.** $\theta = \theta(F)$ is a $U$-parameter of $F$ if there is a measurable function $h$, called the kernel, $h : \mathbb{R}^d \to \mathbb{R}$, so that

$$\theta(F) = \theta_h(F) = \int_{\mathbb{R}^d} h dF^{(d)} \quad \text{for all } F \text{ for which the integral is defined},$$
where here (and throughout), $F^{(d)}$ is the product measure $F \times \cdots \times F$ on $\mathbb{R}^d$. The positive integer $d$ is called the order of the kernel. Note that different kernels, with possibly different orders, may determine the same $U$-parameter. For example, if $h_1(x) = 2x$ and $h_2(x,y) = x + y$, then

$$ \theta_{h_1}(F) = \theta_{h_2}(F) = 2 \int_{\mathbb{R}} x dF(x). $$

However, symmetric kernels of the same order which determine the same $U$-parameter coincide, which can be shown by evaluation of the parameters at those distributions supported on $d$ (the order) points. The class of all $U$-parameters is denoted by $U$.

A $U$-parameter is often called an estimable parameter, indeed $U$ is exactly the class of parameters that can be estimated in an unbiased fashion (see [Le]).

**Definition 2.5.** Given a $U$-parameter $\theta_h$, the $U$-statistic for $\theta_h$ based on a sequence $X_1, \ldots, X_n$ is

$$ U_h(X_1, \ldots, X_n) = \frac{(n-d)!}{n!} \sum h(X_{i_1}, \ldots, X_{i_d}) : \{i_j\} \text{ distinct, } 1 \leq i_j \leq n. $$

Many authors (e.g. [Se, p. 172]) assume (without loss of generality) that $h$ is symmetric, in which case the $U$-statistic is also given by

$$ \frac{1}{\binom{n}{d}} \sum_{1 \leq i_1 < i_2 < \cdots < i_d \leq n} h(X_{i_1}, \ldots, X_{i_d}). $$

The $U$-parameter SLLN holds for $(X_k)_{k \in \mathbb{N}}$ and $\theta_h$ if $U_h(X_1, \ldots, X_n) \to \theta_h$ P-a.s. The closely related $V$-statistic (von Mises statistic) for $\theta_h$ and $(X_k)_{k \in \mathbb{N}}$ is

$$ V_h(X_1, \ldots, X_n) = n^{-d} \sum h(X_{i_1}, \ldots, X_{i_d}) : 1 \leq i_j \leq n \text{ for all } j. $$

**Example 2.6.** For the classical parameters, the mean $M_1(F)$ and $P_1(F)$ are $U$-parameters with kernel $h(x) = x$; for all integral $\alpha \geq 1$, $P_\alpha(F)$ is a $U$-parameter with kernel

$$ h(x_1, \ldots, x_\alpha) = x_1 \lor x_2 \lor \cdots \lor x_\alpha $$

(and is not a $U$-parameter for non-integral $\alpha$; see Proposition 2.9 below); and the generalized Gini difference $g_\alpha(F)$ is a $U$-parameter with kernel $h(x_1, x_2) = |x_1 - x_2|^\alpha$.

The first SLLN for $U$-parameters is due to Hoeffding ([Hoe], see also [Se, p 190]), who proved the SLLN for iid sequences with any integrable kernel.

The main $U$-parameter result of this article is Theorem U below, which extends Hoeffding’s result to three large classes of nonindependent processes.

**Definition 2.7.** A product function on $\mathbb{R}^d$ is a function of the form

$$ f_1 \otimes \cdots \otimes f_d(x_1, \ldots, x_d) = f_1(x_1) \cdots f_d(x_d) $$
where \( f_1, \ldots, f_d : \mathbb{R} \to \mathbb{R} \). For a distribution \( F \) on \( \mathbb{R} \), the product \( f_1 \otimes \cdots \otimes f_d \) is \( F \)-integrable if each \( f_i \) is measurable and \( \int |f_i|dF < \infty \). A measurable function \( h : \mathbb{R}^d \to \mathbb{R} \) is bounded by \( F \)-integrable products if \( |h| \leq f_1 \otimes \cdots \otimes f_d \) for some \( F \)-integrable product \( f_1 \otimes \cdots \otimes f_d \). Note that this class includes all bounded measurable functions, and that if \( |h| \leq f_1 \otimes \cdots \otimes f_d \), then \( |h| \leq f \otimes \cdots \otimes f \) where \( f = f_1 \lor \cdots \lor f_d \).

The following proposition shows that under the condition of bounded by integrable products, the strong law limiting behavior of \( U \) and \( V \)-statistics for ESP’s is identical. This will be used in the proof of Theorem U below, as well as in several examples and intermediate results.

**Proposition 2.8.** Let \( (X_k)_{k \in \mathbb{N}} \) be an ergodic stationary process, and let \( h : \mathbb{R}^d \to \mathbb{R} \) be bounded by integrable products. Then

\[
\lim_{n \to \infty} |U_h(X_1, \ldots, X_n) - V_h(X_1, \ldots, X_n)| = 0 \quad \text{a.s.}
\]

*Proof.* Since the conclusion of the Marcinkiewicz SLLN holds for ESP’s (cf. [A]), if \( (Y_k)_{k \in \mathbb{N}} \) is an ESP with \( E|Y_1|^{1/d} < \infty \), then \( n^{-d} \sum_{k=1}^n Y_k \to 0 \) a.s. Thus for an \( h \) of order 2 bounded by an integrable product \( f_1 \otimes f_2 \), letting \( f = \max\{f_1, f_2\} \) and \( Y_k = f^2(X_k) \),

\[
\lim_{n \to \infty} |U_h(X_1, \ldots, X_n) - V_h(X_1, \ldots, X_n)| \leq \lim_{n \to \infty} n^{-2} \sum_{k=1}^n |h(X_k, X_k)|
\]

\[
\leq \lim_{n \to \infty} n^{-2} \sum_{k=1}^n f^2(X_k)
\]

\[
= \lim_{n \to \infty} n^{-2} \sum_{k=1}^n Y_k = 0 \quad \text{a.s.}
\]

The general case \( d > 2 \) follows similarly. \( \square \)

**Theorem U** (SLLN for \( U \)-statistics). Let \( (X_k)_{k \in \mathbb{N}} \) be a stationary ergodic process with marginal \( F \), and let \( h : \mathbb{R}^d \to \mathbb{R} \) be measurable, bounded by an \( F \)-integrable product. If any of the following three conditions hold:

(i) \( F \) is discrete;

(ii) \( h \) is continuous at \( F^{(d)} \)-almost every point;

(iii) \( (X_k)_{k \in \mathbb{N}} \) is weakly Bernoulli;

then

(2) \[
\lim_{n \to \infty} U_h(X_1, \ldots, X_n) = \theta_h(F) \quad P\text{-a.s.}
\]

There are however ESP’s and bounded kernels for which the corresponding \( U \)-statistic SLLN does not hold, as will be seen in §4. The proofs of (i) and (ii) will be given in §4 and that of (iii) in §5. By conclusion (ii) it follows that the kernel \( h(x, y) = |x - y|^\alpha \) for generalized Gini’s mean difference parameter satisfies the \( U \)-parameter SLLN whenever \( \int \mathbb{R} |x|^\alpha dF(x) < \infty \) because \( |x - y|^\alpha \leq (1 + |x|)^\alpha (1 + |y|)^\alpha \). For the case \( \alpha = 1 \), since \( |x - y| = 2(x \lor y) - (x + y) \), it follows from Proposition 2.9 below that \( h \) is also an \( L \)-parameter.
The final proposition in this section demonstrates that the set $\mathcal{L} \cap \mathcal{U}$, although nonempty, is a rather small subset of $\mathcal{L} \cup \mathcal{U}$. It is particularly noteworthy that any $U$-parameter whose kernel $h$ is not homogeneous of order 1 (e.g. $h(x_1, x_2) = (x_1 - x_2)^2$) is not an $L$-parameter, and on the other hand any continuous non-polynomial $J$ on $[0, 1]$ generates an $L$-parameter which is not a $U$-parameter. By way of introduction, for a distribution $F$ with finite mean and for a positive integer $k$, consider the well-known identity

$$\int_0^1 u^{k-1} F^{-1}(u) du = \int_{\mathbb{R}} x F^k(dx) = E(\hat{X}_1 \vee \cdots \vee \hat{X}_k),$$

where $\hat{X}_1, \ldots, \hat{X}_k$ are independent $F$-distributed r.v.’s.

The extension of (3) to polynomials by linearity shows that the $L$-parameter determined by the polynomial $J(u) = \sum_{k=1}^d c_k u^{k-1}$ is equal (for all $F$ with finite mean) to the $U$-parameter determined by the kernel

$$h(x_1, \ldots, x_d) = c_1 x_1 + c_2 (x_1 \vee x_2) + \cdots + c_d (x_1 \vee \cdots \vee x_d).$$

The following proposition shows that the set $\mathcal{L} \cap \mathcal{U}$ consists precisely of these parameters.

**Proposition 2.9.** The following are equivalent:

(i) $\theta$ is both an $L$-parameter and a $U$-parameter;

(ii) $\theta$ is an $L$-parameter with a.c. representing measure whose density is a polynomial;

(iii) $\theta$ is a $U$-parameter with kernel which is a linear combination of partial maxima (e.g. of form (4) above).

**Proof.** The equivalence of (ii) and (iii), hence also the implication (ii) or (iii) $\Rightarrow$ (i), follows from the discussion preceding the statement of the proposition. It thus remains only to prove that (i) implies (ii). For $\theta \in \mathcal{L} \cap \mathcal{U}$ there is, by definition, a Borel measure $\mu$ on $[0, 1]$ and a measurable function $h$ on $\mathbb{R}^d$ (for some $d$) such that

$$\int_0^1 F^{-1} d\mu = \int_{\mathbb{R}^d} h dF(d)$$

for all $F$ for which either of these integrals is finite. To prove that in this case $\mu$ is a.c. and $J = J_\mu$ is a polynomial, specialize the identity (5) to the one-parameter family $\{F_p\}_{0 \leq p \leq 1}$ of Bernoulli distributions, i.e. $F_p^{-1}(u) = 1$ for $1 - p < u \leq 1$ and 0 elsewhere. It is then easy to see that, whatever the function $h$, the right hand side of (5) is a polynomial in $p$; hence also $\theta(F_p) = \mu([1-p, 1])$ must be a polynomial in $p$. Hence, $\mu$ is a.c. and $J$ is a polynomial. \qed

3. The $L$-Parameter SLLN for Ergodic Stationary Processes

The main purpose of this section is to prove Theorem L. Note that it is sufficient (by the Hahn-Jordan decomposition theorem) to establish the $L$-parameter SLLN (1) for $\mu$ a probability, and therefore we assume without loss of generality throughout that $\mu$ is a probability.
Lemma 3.1. Suppose \((X_k)_{k \in \mathbb{N}}\) is an ergodic stationary process with marginal \(F\). Then there is a countable set \(\Gamma \subset [0, 1]\) satisfying
\[
\lim_{n \to \infty} F_n^{-1}(u) = F^{-1}(u) \quad \text{a.s. for all } u \in [0, 1] \setminus \Gamma.
\]

Proof. It follows from the ergodic theorem that \(F_n(x) \to F(x)\) a.s. for all \(x \in \mathbb{R}\). Consequently \(F_n \to F\) weakly a.s., and hence (e.g. [Bi, page 287]) there is a countable set \(\Gamma\) satisfying (6). \(\square\)

Proof of Theorem L. To establish (i), note that \(P\)-almost surely,
\[
F_n^{-1} \to F^{-1} \quad \text{\(\mu\)-a.e. on } [0, 1]
\]
by Lemma 3.1 since \(\mu\) is atomless. Also
\[
\|F_n^{-1}\|_{L^\infty([0, 1])} \leq \|F^{-1}\|_{L^\infty([0, 1])} = \|X_1\|_{L^\infty(\Omega)} \quad \text{a.s.,}
\]
so by Lebesgue’s bounded convergence theorem,
\[
\int_{[0, 1]} F_n^{-1} d\mu \to \int_{[0, 1]} F^{-1} d\mu \quad \text{a.s.,}
\]
which proves (i).

Part (ii) of Theorem L will be established by an approximation argument using part (i). For \(M > 0\), consider the continuous truncation function at \(M\) defined by
\[
\tau_M(x) = \begin{cases} 
-M, & x < -M, \\
x, & |x| \leq M, \\
M, & x > M.
\end{cases}
\]
Note that \(\tau_M\) is odd, \(\tau_M(x) \uparrow x\) as \(M \to \infty\) for \(x > 0\), and \(|\tau_M(x)| = |x| \land M\). Also
\[
x - \tau_M(x) = \text{sign}(x)(|x| - M)1_{[-M,M]}(x).
\]
If \(G\) is the distribution function of \(\tau_M(X)\), then clearly
\[
G^{-1} = \tau_M \circ F^{-1}.
\]
Since \(\mu\) is continuous,
\[
\int_{[0, 1]} F_n^{-1} d\mu = \sum_{k=1}^{n} X_{n:k} \mu \left( \left\lfloor \frac{k-1}{n} \right\rfloor, \frac{k}{n} \right) \\
= \sum_{k=1}^{n} \tau_M(X_{n:k}) \mu \left( \left\lfloor \frac{k-1}{n} \right\rfloor, \frac{k}{n} \right) + \sum_{k=1}^{n} (X_{n:k} - \tau_M(X_{n:k})) \mu \left( \left\lfloor \frac{k-1}{n} \right\rfloor, \frac{k}{n} \right)
\]
\[
:= A_n + B_n.
\]
Now,
\[
A_n = \int_{[0, 1]} \tilde{F}_n^{-1} d\mu
\]
where \( \widehat{F}_n \) is the empirical distribution of \( (\tau_M(X_k))_{1 \leq k \leq n} \), and hence, by Theorem L(i),
\[
A_n \to \int_{[0,1]} \tau_M \circ F^{-1} d\mu.
\]

On the other hand,
\[
|B_n| \leq \sum_{k=1}^{n} (|X_n;k| - M)^1_{[X_n;k] > M} \frac{\|J\|_\infty}{n}
\leq \sum_{k=1}^{n} (|X_n;k| - M)^1_{[X_n;k] > M} \frac{\|J\|_\infty}{n}
:= \hat{B}_n = \frac{\|J\|_\infty}{n} \sum_{k=1}^{n} (|X_n;k| - M)^1_{[X_n;k] > M} \to \|J\|_\infty \text{E}(\|X\| - M)^1_{[X > M]}.
\]
a.s. by the ergodic theorem.

By assumption of integrability,
\[
\text{E}(\|X\| - M)^1_{[X > M]} \to 0 \text{ as } M \to \infty, \text{ and } \int_{[0,1]} |F^{-1}| d\mu \leq \|J\|_\infty \text{E}(\|X\|) < \infty.
\]

By Lebesgue’s dominated convergence theorem
\[
\int_{[0,1]} \tau_M \circ F^{-1} d\mu \to \int_{[0,1]} F^{-1} d\mu \text{ as } M \to \infty.
\]

Accordingly, given \( \epsilon > 0 \), fix \( M > 1 \) such that
\[
\text{E}(\|X\| - M)^1_{[X > M]} < \frac{\epsilon}{\|J\|_\infty}, \text{ and } \int_{[0,1]} |\tau_M \circ F^{-1} d\mu - \int_{[0,1]} F^{-1} d\mu| < \epsilon
\]
and obtain from the above that a.s.:
\[
|\int_{[0,1]} F^{-1}_n d\mu - \int_{[0,1]} F^{-1} d\mu| \\
\leq |A_n| - \int_{[0,1]} \tau_M \circ F^{-1} d\mu + \hat{B}_n + \int_{[0,1]} \tau_M \circ F^{-1} d\mu - \int_{[0,1]} F^{-1} d\mu| \\
\leq \text{E}(\|X\| - M)^1_{[X > M]} + \int_{[0,1]} \tau_M \circ F^{-1} d\mu - \int_{[0,1]} F^{-1} d\mu| \\
< 2\epsilon
\]

and so the \( L \)-statistic SLLN (1) follows.

The conclusion of this section is an example which shows that even the \( L \)-parameter weak law of large numbers may fail for \( L \)-parameters with a.c. representing measures with unbounded density, even in the classical iid setting. In particular, the example gives a distribution \( F \) of a random variable \( X \geq 0 \) with \( EX < \infty \), an a.c. representing measure \( \mu \) with \( \int F^{-1} d\mu < \infty \), and a subsequence of positive integers \( \{m_k\} \) satisfying \( P \left( \int_{[0,1]} F_{m_k}^{-1} d\mu > k \right) \geq c > 0 \) for all \( k \in \mathbb{N} \).
Example 3.2. First, a simpler discrete version will be given. Let \( n_0 = 2 \), and for \( k \in \mathbb{N} \) let \( n_k = 2^k \), so \( n_{k+1} = n_k^2 \). Let \( X \) be a random variable with distribution \( F(x) = 1 - n_{k+2}^{-1} \) for \( x \in [n_k, n_{k+1}) \), so \( F^{-1}(1 - n_{k+2}^{-1}) = n_k \) and

\[
EX = \sum_{k=1}^{\infty} n_k(n_{k+1}^{-1} - n_k^{-1}) \leq \sum_{k=1}^{\infty} n_k^{-1} < \infty.
\]

Let \( \mu \) be the purely atomic Borel measure on \([0, 1]\) with \( \mu(\{1 - n_{k+2}^{-1}\}) = (k + 1)n_{k+1}^{-1} - (k + 2)n_k^{-1} \), so \( \mu([1 - n_{k+2}^{-1}, 1]) = (k + 1)n_{k+1}^{-1} \), and

\[
\int_{[0,1]} F^{-1}d\mu = \sum_{k=1}^{\infty} F^{-1}(1 - n_{k+2}^{-1})\mu(\{1 - n_{k+2}^{-1}\}) \leq \sum_{k=1}^{\infty} n_k(k + 1)n_{k+1}^{-1}
\]

\[
= \sum_{k=1}^{\infty} (k + 1)n_k^{-1} < \infty.
\]

Note that \( \int_{[0,1]} F^{-1}d\mu \geq X_{n,n}\mu(1 - \frac{1}{n}, 1] \), so for \( m_k = n_{k+2} - 1 \),

\[
P \left( \int_{[0,1]} F_{m_k}^{-1}d\mu > k \right) \geq P(X_{m_{k+1};1} > k)
\]

\[
= P(X_{m_k;m_k} > n_{k+1}^{-1}k/(k - 1))
\]

\[
= 1 - (1 - n_{k+2}^{-1})^{m_k} \rightarrow 1 - e^{-1} \quad \text{as} \quad k \rightarrow \infty.
\]

To obtain an a.c. measure with this same property, simply replace the mass on \( \{1 - n_k^{-1}\} \) with the same mass uniformly distributed on the interval \( (1 - (n_k - 1)^{-1}, 1 - n_k^{-1}) \) for each \( k \). Likewise the discreteness of \( X \) is also not essential here, and a continuous analog can be found by convolving \( F \) with a \( U(0, 1) \) distribution, for example.

4. The \( U \)-Parameter SLLN for Ergodic Stationary Processes

The main purpose of this section is to prove Theorem U(i) and (ii), and give examples to indicate the significance of the kernel being bounded by an integrable product, and demonstrate the role played by continuity properties of the kernel. Let \( \langle X_1, X_2, \ldots \rangle \) be an ESP with sample space \( (\Omega, \mathcal{A}, P) \) and marginal distribution \( F \), let \( d \in \mathbb{N} \), and let \( h \) be a real-valued, measurable function on \( \mathbb{R}^d \) with \( \int_{\mathbb{R}^d} |h|dF(d) < \infty \).

When \( d = 1 \), the \( U \)-parameter SLLN \( (2) \) is a consequence of the pointwise ergodic theorem. When \( d \geq 2 \), it is not, as the pointwise ergodic theorem establishes convergence a.e. on \( \Omega^d \) with respect to the \( d \)-fold product measure \( P \times \ldots \times P \) rather than on \( \Omega \) with respect to \( P \) (or on \( \Omega^d \) with respect to the diagonal measure). The situation in \( (2) \) (when \( d \geq 2 \)) is complicated by the fact that the convergence is demanded to be a.e. with respect to a measure which (when \( F \) is atomless) is singular with respect to the measure of integration in the limit. This is seen in the following example, which shows that the \( U \)-parameter SLLN \( (2) \) may even fail for bounded kernels.
Example 4.1. Consider the Lebesgue-measure-preserving and ergodic transformation $T : [0,1) \to [0,1)$ defined by $T\omega = 2\omega \mod 1$, and let $X_i = T^n\omega$. Denote by $G$ the union of the graphs of $T$ and all its iterates ($G$ is sometimes called the $T$-orbit of the diagonal), and let $h = 1_G$. Since the pairs $(X_i, X_j)$ all lie in $G$, $U_h(X_1, \ldots, X_n) = \frac{1}{n(n-1)} \sum_{1 \leq i < j \leq n} h(X_i, X_j) = 1$ for all $n$, but $\int \int h(x, y)dx
dy = 0$ because $G$ clearly has (planar) Lebesgue-measure zero.

Let

$$H_F = H_F^d = \{ h \in L^1(F^d) : (2) \text{ holds for all ESP with marginal distribution } F \}. $$

Lemma 4.2. If $f_i \in L^1(F)$ $(1 \leq i \leq d)$ and $h = f_1 \otimes \cdots \otimes f_d$, then $h \in H_F$.

Proof. We have

$$V_h(X_1, \ldots, X_n) = \prod_{i=1}^d \left( \frac{1}{n} \sum_{k=1}^n f_i(X_k) \right) = \prod_{i=1}^d \left( \int \int f_i dF \right) = \int \int h dF^d $$

$P$-a.e. by the pointwise ergodic theorem and Fubini’s theorem. Then (2) follows from Proposition 2.8.

Also, $H_F$ is clearly a linear space, and in particular, linear combinations of $F$-integrable product functions are in $H_F$.

Lemma 4.3 (Sandwich lemma). Suppose that $h \in L^1(F^d)$, and that for all $\epsilon > 0$, there are $u, v \in H_F$ such that $|u - h| \leq v$ $F^d$-a.e., and $\theta_v(F) < \epsilon$. Then $h \in H_F$.

Proof. Given $\epsilon > 0$, fix $u, v \in H_F$ satisfying the hypothesis. Then

$$|U_h(X_1, \ldots, X_n) - \theta_h(F)| \leq |U_h(X_1, \ldots, X_n) - U_u(X_1, \ldots, X_n)|$$

$$+ |(U_u(X_1, \ldots, X_n) - \theta_u(F)) + (\theta_u(F) - \theta_h(F))|$$

$$\leq U_{h-u}(X_1, \ldots, X_n) + |U_u(X_1, \ldots, X_n) - \theta_u(F)| + \theta_v(F).$$

The first term in the right hand side is $F^d$-a.e. bounded by $U_v(X_1, \ldots, X_n)$, which converges to $\theta_v(F)$ since $v \in H_F$, and the second term is $o(1)$ since $u \in H_F$. Since $\epsilon$ is arbitrary, this implies $U_h(X_1, \ldots, X_n) \to \theta_h(F)$ a.s.

Proposition 4.4. If $h : \mathbb{R}^d \to \mathbb{R}$ is bounded with compact support and continuous at $F^d$-a.e. point, then $h \in H_F$.

Proof. Since $h$ is Riemann-Stieltjes integrable with respect to $F^d$, for any $\epsilon > 0$, there are $d$-dimensional step functions $u$ and $v$ (i.e. linear combinations of products of indicators of intervals) satisfying the approximation condition of Lemma 4.3.

Proof of Theorem U(i). Assume $d = 2$, the general argument being analogous. Let $|h| \leq f \otimes f$ with $f$ $F$-integrable, and let

$$\Gamma = \{ x \in \mathbb{R} : F(\{x\}) > 0 \} = \bigcup_{n=1}^\infty \Gamma_n$$

where $\# \Gamma_n < \infty$, and $\Gamma_n \subseteq \Gamma_{n+1}$. 

Without loss of generality, $h : \Gamma \times \Gamma \to \mathbb{R}$ and
\[ h = \sum_{a,b \in \Gamma} h(a,b) \mathbf{1}_{\{a\times\{b\}\}}. \]

Set
\[ u_N = \sum_{a,b \in \Gamma_N} h(a,b) \mathbf{1}_{\{a\times\{b\}\}}; \]
and
\[ v_N = (f \mathbf{1}_{\Gamma_N} \otimes f \mathbf{1}_{\Gamma_N}) + (f \mathbf{1}_{\Gamma_N} \otimes f \mathbf{1}_{\Gamma_N}) + (f \mathbf{1}_{\Gamma_N} \otimes f \mathbf{1}_{\Gamma_N}). \]

By Lemma 4.2, $u_N, v_N \in \mathcal{H}_F$, $|h - u_N| \leq v_N$, and
\[ \int_{\Gamma^2} v_N dF^{(2)} = \left( \int_{\Gamma} f dF \right)^2 - \left( \int_{\Gamma_N} f dF \right)^2 \to 0 \]
as $N \to \infty$, and (2) follows from Lemma 4.3.

**Proof of Theorem U(ii).** Again suppose $d = 2$, the general argument being analogous. Suppose $|h| \leq f \otimes f$, where $f$ is $F$-integrable. Fix $M > 0$ so that $P(|X| = M) = 0$ and $F^{(2)}(|h| = M) = 0$, (i.e. $M$ is a continuity point of the distributions of $|X|$ and of $|h(X, X)|$, where $X, X$ are iid with distribution $F$).

Define $u_M$ by
\[ u_M(x, y) = h(x, y)1_{|h| \leq M}(x, y)1_{[-M, M] \times [-M, M]}(x, y), \]
and
\[ v_M = (f \otimes f)\left( 1_{[-M, M] \times \mathbb{R}} + 1_{\mathbb{R} \times [-M, M]} + 1_{[f \geq \sqrt{M}] \times \mathbb{R}} + 1_{\mathbb{R} \times [f \geq \sqrt{M}]} \right). \]

Clearly, $v_M \in H_F^{(2)}$ as a sum of $F$-integrable products. Since $h$ is $F^{(2)}$-a.e. continuous and $F^{(2)}(|h| = M) = P(|X| = M) = 0$, $u_M$ is bounded, of compact support and $F^{(2)}$-a.e. continuous. Therefore $u_M \in H_F^{(2)}$ by Proposition 4.4. To see that $|h - u_M| \leq v_M$, note that
\[ |h - u_M| \leq |h| \left( 1_{|h| > M} + 1_{[-M, M] \times [-M, M]} \right) \]
\[ \leq (f \otimes f) \left( 1_{[f \otimes f \geq M]} + 1_{\mathbb{R} \times [-M, M]} + 1_{[-M, M] \times \mathbb{R}} \right) \leq v_M \quad F^{(2)}\text{-a.e.,} \]
since $a, b \geq 0, \ ab \geq M \Rightarrow a \lor b \geq \sqrt{M}$. Finally, by Fubini,
\[ \int_{\mathbb{R}^2} v_M dF^{(2)} = 2E(f(X))E\left( f(X)(1_{[f(X) \geq \sqrt{M}]} + 1_{[X > M]}) \right) \to 0 \]
as $M \to \infty$, and the conclusion follows from Lemma 4.3.

The next example shows that one cannot omit entirely the condition of boundedness by integrable products in Theorem U(ii).
Example 4.5. Let $Z_0, Z_1, \ldots$ be independent, $\{0,1\}$-valued, symmetrically distributed random variables. Let $(Y_n : n \geq 0)$ be iid rv’s uniform on $[0,1]$, and independent of $(Z_n : n \geq 0)$. Define $(X_n : n \geq 0)$ by $X_0 = Y_0$, and

$$X_{n+1} = \begin{cases} X_n & \text{if } Z_n = 1, \\ Y_{n+1} & \text{if } Z_n = 0. \end{cases}$$

Since $(X_n)$ is stationary, and Lebesgue measure is the unique invariant measure (in fact Lebesgue measure attracts every initial distribution), $(X_n : n \geq 0)$ is an ESP and $X_n$ is uniform on $[0,1]$. Now choose $h : [0,1] \times [0,1] \to \mathbb{R}_+$, continuous on $[0,1] \times [0,1] \setminus \{(0,0)\}$, and such that $\int_{[0,1] \times [0,1]} h d(\lambda \times \lambda) = 1$ and $h(x,x) = \frac{1}{2x}$.

It will now be shown that the $U$-SLLN fails for $h$ and $(X_n)$. Define $i_0 < i_1 < \ldots$ inductively by $i_0 = 0$ and $i_{k+1} = \min\{i > i_k : Z_i = 0 \text{ and } Z_{i+1} = 1\}$, so $(X_{i_n})$ are conditionally iid $U(0,1)$ given $(Z_n : n \geq 0)$, and $X_{i_n+1} = X_{i_n}$. Since $\lim_{n \to \infty} i_n/n = 4$ a.s. (by the ergodic theorem),

$$\limsup_{n \to \infty} U_h(X_1, \ldots, X_n) \geq \limsup_{n \to \infty} \frac{1}{n^2} h(X_{i_n}, X_{i_n+1}) = \limsup_{n \to \infty} \frac{1}{n^2} \frac{1}{X_{i_n}^3} = \infty \text{ a.s.,}$$

by the Borel-Cantelli Lemma, the conditional independence of $(X_{i_n})$ and the fact that $P(X_{i_n} \leq \frac{1}{n} \mid Z_n : n \geq 0) = \frac{1}{n}$.

It is not clear whether the kernel of Example 4.5 violates the $U$-statistic weak law. The kernel in the next example indeed does this.

Example 4.6. Let $(Y_k)$ be iid $U[0,1]$, and let $g : (0,1) \to \mathbb{R}_+$ be a non-negative, decreasing continuous function such that $g(Y_0)$ has a positive stable law of index $\frac{1}{2}$. If $S_n = \sum_{k=1}^n g(Y_k)$; then $E(e^{-tS_n}) = e^{-ct^{1/4}}$ where $c > 0$. Fix $M > 0$; then for all $t > 0$, by Markov’s inequality,

$$P(|S_n < Mn^2|) = P(|e^{-tS_n} \geq e^{-Mtn^2}|) \leq e^{Mtn^2 - ctn^{1/4}},$$

and choosing $t > 0$ which minimizes this yields

$$P(|S_n \leq Mn^2|) \leq e^{-c'n^2/3}$$

where $c' = c'(M) > 0$.

It follows from Borel-Cantelli that

$$\frac{1}{n^2} \sum_{k=1}^n g(Y_k) \to \infty \text{ a.e.}$$

Now choose $h : [0,1] \times [0,1] \to \mathbb{R}_+$, continuous on $[0,1] \times [0,1] \setminus \{(0,0)\}$, and such that

$$\int_{[0,1] \times [0,1]} h d(\lambda \times \lambda) = 1$$

and

$$h(x,x) = g(x).$$
It will now be shown that the $U$-statistic WLLN fails for $h$ and the $\{X_n\}$ as in Example 4.5. Let $i_1 < i_2 < \ldots$ be as in that example; setting

$$t_n = \max\{k : i_k \leq n\} \sim \frac{n}{4} \text{ a.s.},$$

it follows that

$$U_h(X_1, \ldots, X_n) \geq \frac{1}{n(n-1)} \sum_{1 \leq j \leq t_n} h(X_i, X_{i+1})$$

$$= \frac{1}{n(n-1)} \sum_{1 \leq j \leq t_n} g(X_i) \to \infty \text{ a.s.}$$

To obtain a discrete version of this example, simply replace $g$ by a function $f \geq g$ defined by $f(y) = n$ on the set $\{y : n - 1 < g(y) \leq n\}$, $n = 1, 2, \ldots$.

The conclusion of this section gives a sufficient condition (Proposition 4.9) for the indicator function of a countable union of product sets to be in $H^d_F$. The method works in the absence of continuity and uses approximation with error estimated by the maximal function of the $U$-statistic. Although all indicator functions of finite unions of product sets are in $H_F$ (Lemma 4.2), this is not true for countable unions, as can be seen by looking at such a union of less than full measure which contains the $T$-orbit $G$ in Example 4.1.

For $h : \mathbb{R}^d \to \mathbb{R}$ measurable and an ESP $(X_k)_{k \in \mathbb{N}}$, let

$$M(h) = M(h)(X_1, X_2, \ldots) = \sup_{n \geq 1} |U_h(X_1, \ldots, X_n)|.$$

**Lemma 4.7.** Suppose $h \in L^1(F(d))$, and that for all $\epsilon > 0$ there exists $u(\epsilon) \in H^d_F$ such that $E[M(|h - u(\epsilon)|)] < \epsilon$ for all ESP with marginal $F$, and that $\int_{\mathbb{R}^d} |h - u(\epsilon)|dF(d) < \epsilon$. Then $h \in H^d_F$.

**Proof.** For $\epsilon > 0$, let $u(\epsilon) \in H^d_F$ satisfy the hypotheses. Then

$$U_h(X_1, \ldots, X_n) = U_{u(\epsilon)}(X_1, \ldots, X_n) + U_{h-u(\epsilon)}(X_1, \ldots, X_n).$$

Since $u(\epsilon) \in H^d_F$, $U_{u(\epsilon)}(X_1, \ldots, X_n) \to \int_{\mathbb{R}^d} u(\epsilon)dF(d)$ a.s. Also,

$$|U_{h-u(\epsilon)}(X_1, \ldots, X_n)| \leq M(|h - u(\epsilon)|),$$

so for all $\epsilon > 0$,

$$G(\epsilon) := \limsup_{n \to \infty} |U_h(X_1, \ldots, X_n) - \int_{\mathbb{R}^d} hdF(d)|$$

$$\leq \int_{\mathbb{R}^d} |h - u(\epsilon)|dF(d) + M(|h - u(\epsilon)|) \leq \epsilon + M(|h - u(\epsilon)|),$$

since $\int_{\mathbb{R}^d} |h - u(\epsilon)|dF(d) \leq EM(|h - u(\epsilon)|) < \epsilon$. Thus $P([G(\epsilon) \geq \epsilon + \sqrt{\epsilon}]) \leq P([M(|h - u(\epsilon)|) \geq \sqrt{\epsilon}]) \leq \sqrt{\epsilon}$, so $G(n^{-4}) \to 0$ a.s. by Borel-Cantelli. \qed
Given \( a_1, \ldots, a_d \in [0, 1] \), set
\[
m_d(a_1, \ldots, a_d) = \min_{(x_1, \ldots, x_d) \in [0, 1]^d, \sum_{i=1}^d x_i = 1} \prod_{i=1}^d \frac{a_i^{x_i}}{1-x_i}.
\]
It is not hard to show that
\[
m_2(a, b) = \left( 2 + \sqrt{A^2 + 4} \right) e^{\frac{A^2 - \sqrt{A^2 + 4}}{2}} (a \wedge b)
\]
where
\[A = \log \left( \frac{a \vee b}{a \wedge b} \right)\).

Note that
\[
m_2(a, a) = 4a \text{ and } m_2(a, b) \sim (a \wedge b)A \text{ as } A \to \infty.
\]
Also, there are constants \( a_d > 0 \) \((d \geq 3)\) such that
\[
m_2(a_{d;1}, a_{d;2}) \geq m_d(a_1, \ldots, a_d) \geq a_d m_2(a_{d;1}, a_{d;2}) \forall a_1, \ldots, a_n \in [0, 1]
\]
where \( a_{d;1} \leq a_{d;2} \leq \cdots \leq a_{d;d} \) are the order statistics of the constants \( a_1, \ldots, a_d \).
The right hand inequality is not used in the sequel and is included for the interested reader.

**Lemma 4.8.** If \( A_1, \ldots, A_d \in B(\mathbb{R}) \) and \((X_k)_{k \in \mathbb{N}}\) is an ESP with marginal \( F \), then
\[
E(M_d(1_{A_1} \times \cdots \times A_d)) \leq m_d(F(A_1), \ldots, F(A_d)).
\]

**Proof.** Note first that \( M_d(1_{A_1} \times \cdots \times A_d) = M_d(1_{A_1} \otimes \cdots \otimes 1_{A_d}) \leq \prod_{i=1}^d M_1(1_{A_i}) \), so for all \((x_1, \ldots, x_d) \in [0, 1]^d\) with \( \sum_{i=1}^d x_i = 1 \),
\[
E(M_d(1_{A_1} \times \cdots \times A_d)) \leq E \left( \prod_{i=1}^d M_1(1_{A_i}) \right) \leq \prod_{i=1}^d \| M_1(1_{A_i}) \|_{L^1/x_i(p)}
\]
\[
\leq \prod_{i=1}^d \frac{1}{1-x_i} \| 1_{A_i} \|_{L^{1/x_i(p)}} = \prod_{i=1}^d \frac{F(A_i)^{x_i}}{1-x_i},
\]
where the second inequality follows by Hölder’s inequality, and the third inequality by the maximal inequality (cf. [Ga], Theorem 2.2.3, p. 25). Minimizing this over \( x_1, \ldots, x_d \) establishes the desired inequality. \( \square \)

**Proposition 4.9.** Suppose that \( F \) is a probability distribution on \( \mathbb{R} \) and that \( A = \bigcup_{n=1}^\infty A_1^{(n)} \times \cdots \times A_d^{(n)} \), where \( A_1^{(n)} \in B(\mathbb{R}) \).

If \( \sum_{n=1}^\infty \prod_{k=1}^d F(A_k^{(n)}) < \infty \), and \( \sum_{n=1}^\infty m_d(F(A_1^{(n)}), \ldots, F(A_d^{(n)})) < \infty \), then \( 1_A \in H^d_F \).

**Proof.** Let \( \epsilon > 0 \). By the assumptions, there exists \( N = N(\epsilon) \geq 1 \) such that
\[
\sum_{n=N}^\infty \prod_{k=1}^d F(A_k^{(n)}) < \epsilon, \text{ and } \sum_{n=N}^\infty m_d(F(A_1^{(n)}), \ldots, F(A_d^{(n)})) < \epsilon.
\]
Set \( u = u(\epsilon) = 1_B \), where

\[
B = B(\epsilon) = \bigcup_{n=1}^{N} A_1^{(n)} \times \cdots \times A_d^{(n)}
\]

Since \( B \) can also be written as a disjoint union of product sets, it follows by Lemma 4.7 that \( u \in H_{F}^{(d)} \) as a sum of product functions.

Since \( 0 \leq 1_A - u \leq \sum_{n=1}^{\infty} 1_{A_1^{(n)}} \otimes \cdots \otimes 1_{A_d^{(n)}} \), it follows that

\[
\int_{\mathbb{R}^d} |1_A - u| dF^{(d)}(u) \leq \sum_{n=1}^{\infty} \prod_{k=1}^{d} F(A_k^{(n)}) < \epsilon;
\]

and

\[
E[M(1_A - u)] \leq \sum_{n=1}^{\infty} E[M(1_{A_1^{(n)}} \otimes \cdots \otimes 1_{A_d^{(n)}})]
\]

Thus the conditions of Lemma 4.7 are satisfied, and so \( 1_A \in H_{F}^{(d)} \). \( \square \)

**Example 4.10.** Let \( F \) be uniform on \([0,1]\), let \( \{q_n : n \geq 1\} \) denote the set of points in \([0,1]^2\) with rational coordinates, and let \( A = \bigcup_{n=1}^{\infty} S(q_n, \frac{1}{2^n}) \) where

\[
S((r,s), \delta) := \{(x,y) \in [0,1]^2 : |x-r|,|y-s| < \delta\}.
\]

The set \( A \) is dense and open in \([0,1]^2\), but not of full measure, so \( 1_A \) is not continuous at \( F^{(2)}\)-a.e. point, and \( 1_A \in H_{F}^{(2)} \) cannot be deduced from Theorem U(ii).

To see that in fact \( 1_A \) is in \( H_{F}^{(2)} \), note that \( S(q_n,1/4^n) = I_n \times J_n \) where \( F(I_n) = F(J_n) = 2/4^n \), so since \( m_2(a,a) = 4a \),

\[
\sum_{n=1}^{\infty} m_2(F(I_n), F(J_n)) = \sum_{n=1}^{\infty} \frac{8}{4^n} < \infty, \quad \text{and} \quad \sum_{n=1}^{\infty} F(I_n) F(J_n) < \infty.
\]

By Proposition 4.9, \( 1_A \in H_{F}^{(2)} \).

Higher order examples can be constructed using the following result.

**Corollary 4.11.** Let \( F \) be a probability distribution on \( \mathbb{R} \), let \( d \geq 1 \), and let \( A = \bigcup_{n=1}^{\infty} A_1^{(n)} \times \cdots \times A_d^{(n)} \), where \( A_i^{(n)} \in B(\mathbb{R}) \). If \( \epsilon_n := \min_{1 \leq k \leq d} F(A_k^{(n)}) \) satisfies

\[
\limsup_{n \to \infty} \epsilon_n < 1 \quad \text{and} \quad \sum_{n=1}^{\infty} \epsilon_n \log(1/\epsilon_n) < \infty,
\]

then \( 1_A \in H_{F}^{(d)} \).

**Proof.** The assumptions imply

\[
\sum_{n=1}^{\infty} \prod_{k=1}^{d} F(A_k^{(n)}) \leq \sum_{n=1}^{\infty} \epsilon_n < \infty;
\]

and

\[
\sum_{n=1}^{\infty} m_d(F(A_1^{(n)}), \ldots, F(A_d^{(n)})) \leq \sum_{n=1}^{\infty} m_2(\epsilon_n, 1) < \infty
\]

by (7) and (8).

By Proposition 4.9, \( 1_A \in H_{F}^{(d)} \). \( \square \)
5. Weakly Bernoulli Sequences

Example 4.1 shows that the $U$-statistic SLLN may fail for bounded measurable kernels whose discontinuity set is large. On the other hand, Hoeffding [Hoe] proved that the $U$-statistic SLLN holds for iid random variables and any bounded measurable kernel. The main purpose of this section is to extend Hoeffding’s result to weakly Bernoulli ESP, proving Theorem U(iii). Actually, a somewhat stronger result will be proved.

**Definition 5.1.** A process $(X_k)_{k \in \mathbb{N}}$ is called $F$-regular if for every $\epsilon > 0$ there is an integer $m \geq 1$ such that for every $N \geq 1$, there exists (enlarging the probability space if necessary) an iid sequence of $N$-dimensional random vectors $\xi_1, \xi_2, \ldots$ whose coordinate marginal distributions are $F$ and which satisfy

$$\lim_{K \to \infty} K^{-1}\# \{k \leq K : \xi_k \neq \xi'_k\} \leq \epsilon \quad \text{a.s.}$$

where $\xi_k = (X_{(k-1)(N+m)+1}, \ldots, X_{kN+(k-1)m}), k = 1, 2, \ldots$.

$F$-regularity of a sequence says that it is “almost iid for SLLN purposes,” in the sense that periodic blocks of arbitrarily long sequences differ from those of an iid sequence only over a set of indices of arbitrarily small density. The next theorem says that the $U$-statistic SLLN holds for $F$-regular sequences and kernels bounded by integrable products.

**Theorem 5.2.** Let $(X_k)_{k \in \mathbb{N}}$ be a $F$-regular process and let $h : \mathbb{R}^d \to \mathbb{R}$ be measurable and bounded by an $F$-integrable product. Then

$$U_h(X_1, \ldots, X_n) \to \theta_h(F) \quad \text{a.s.}$$

**Proof.** In the interest of simplicity, the case $d = 2$ is presented; the general argument is similar. Using the truncation argument in the proof of Theorem U(ii), reduce to the case where $h$ is bounded, say $|h| \leq 1$. Let $\epsilon > 0$, fix $m = m(\epsilon)$ as in Definition 5.1 and fix an integer $N$ so that $\frac{m}{m+N} < \epsilon$. The idea is to split the integers up into consecutive blocks of length $N$ (the big blocks) and length $m$ (the small blocks), respectively and then essentially discard the small blocks and approximate the sequence of large blocks by an iid sequence. Let $n_k = (k-1)(m+N)$ and define the block vector

$$\xi_k = (X_{nk+1}, \ldots, X_{nk+N}).$$

Define the kernel $\hat{h} : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}$ by

$$\hat{h}(\xi, \eta) = \frac{1}{N(N-1)} \sum_{1 \leq i \neq j \leq N} h(X_i, Y_j)$$

where $\xi = (X_1, \ldots, X_N)$ and $\eta = (Y_1, \ldots, Y_N)$. Note that for independent $\xi$ and $\eta$ (each with $F$-distributed individual coordinates but otherwise with any joint distribution on $\mathbb{R}^N$), $E\hat{h}(\xi, \eta) = \int_{\mathbb{R}^N} hdF^{(2)}$. If $n$ is the sample size, the index of the last block fully contained in $\{1, 2, \ldots, n\}$ is given by $p := \lfloor \frac{n}{N+m} \rfloor$. Then

$$\left| U_h(X_1, \ldots, X_n) - \frac{1}{n(n-1)} \sum_{1 \leq k \neq \ell \leq p} \sum_{i=n_k+1}^{n_k+N} \sum_{j=n\ell+1}^{n\ell+N} h(X_i, X_j) \right| \leq \frac{2mp}{n} + O\left(\frac{1}{p}\right),$$

as $p \to \infty$. Therefore

$$U_h(X_1, \ldots, X_n) \to \theta_h(F) \quad \text{a.s.}$$
so
\[
\left| U_h(X_1, \ldots, X_n) - \frac{1}{n(n-1)} \sum_{1 \leq k \neq l \leq p} N(N-1) \hat{h}(\xi_k, \xi_l) \right| \leq 3\epsilon \quad \text{for } p \text{ large.}
\]

Let \( K \) denote the set of \( k \) for which \( \xi_k = \xi'_k \). Then \( |K^c \cap [1, p]| < \epsilon p \) for all \( p \) large, so, a.s.,
\[
\left| \sum_{1 \leq k \neq l \leq p} \hat{h}(\xi_k, \xi_l) - \sum_{1 \leq k \neq l \leq p} \hat{h}(\xi'_k, \xi'_l) \right| \leq \sum_{1 \leq k \neq l \leq p, k \notin K \text{ or } l \notin K} \left| \hat{h}(\xi_k, \xi_l) - \hat{h}(\xi'_k, \xi'_l) \right|
\leq 4p|K^c \cap [1, p]| < 4p^2 \epsilon \quad \text{for all } p \text{ large.}
\]

By Hoeffding’s Theorem ([Hoe], the \( U \)-statistic SLLN for iid rv’s),
\[
\lim_{p \to \infty} \frac{1}{p(p-1)} \sum_{1 \leq k \neq l \leq p} \hat{h}(\xi'_k, \xi'_l) = E(\hat{h}(\xi'_1, \xi'_2)) = \int_{\mathbb{R}^2} h dF^{(2)} \quad \text{a.s.}
\]

These estimations imply that
\[
\limsup_{n \to \infty} |U_h(X_1, \ldots, X_n) - \int_{\mathbb{R}^2} h dF^{(2)}| < \epsilon + 4\epsilon^3. \quad \square
\]

The next basic theorem gives the link between \( F \)-regularity and weak Bernoulli; as no reference is known to the authors, the proof is given for completeness. Together with Theorem 5.2, this will complete the proof of Theorem U(iii). Note that the converse of Theorem 5.3 is not true, since \( F \)-regularity does not imply stationarity (e.g., the deterministic sequence \( X_k = 0 \) if \( k \neq 2n \) and \( = 1 \) if \( k = 2n \) is \( F \)-regular with \( F = \delta_0 \), but is not stationary). Stationarity was not needed in Theorem 5.2, but is crucial in Theorem 5.3.

Recall that the stationary sequence \( (X_k)_{k \in \mathbb{N}} \) is called \textit{weakly Bernoulli} (WB) (also known as absolutely regular) if \( d(m, k) \to 0 \) uniformly in \( k \) as \( m \to \infty \), where \( d(m; k) \) is the supremum of \( \sum_{i=1}^n |P(A_i \cap B_i) - P(A_i)P(B_i)| \) over all families of disjoint sets \( A_i \cap B_i, i = 1, 2, \ldots, n \), where \( A_i \in \sigma(X_1, \ldots, X_k) \) and \( B_i \in \sigma(X_{k+m}, \ldots) \).

\textbf{Theorem 5.3.} If \( (X_k)_{k \in \mathbb{N}} \) is weakly Bernoulli with marginal \( F \), then it is \( F \)-regular.

The following coupling lemma of Berbee is one of the key tools in the proof. Here
\[
\perp (X, Y) = \frac{1}{2} \| P_{(X,Y)} - P_X \times P_Y \|
\]

is the \textit{dependence} between random vectors \( X \) and \( Y \), where \( \| \cdot \| \) denotes the variational norm on measures, \( P_X, P_Y, P_{(X,Y)} \) are the distributions of \( X, Y \) and \( (X, Y) \) respectively, and \( P_X \times P_Y \) is the product measure. Note that \( \perp (X, Y) = 0 \) iff \( X \) and \( Y \) are independent.
Lemma 5.4 ([Ber, Corollary 4.2.5]). Suppose that $X,Y$ are random variables defined on a probability space $(\Omega, P)$. Then there is a random variable $Y'$ defined on $(\Omega \times [0,1], P')$, where $P' = P \times \lambda$, such that:

(i) $Y$ and $Y'$ have the same distribution;

(ii) $\perp (\tilde{X}, Y') = 0$;

(iii) $P'(\tilde{Y} \neq Y') = \perp (X,Y)$;

(iv) $P_{Z|\tilde{X}, Y', W'} = P_{Z|\tilde{X}, Y, W, Y'}$ for all rv's $Z$ and $W$ on $\Omega$,

where for rv’s $Z$ and $W$ on $\Omega$, $\tilde{Z}$ is defined on $\Omega \times [0,1]$ by $\tilde{Z}(\omega,t) = Z(\omega)$, and $P_{Z|W}$ denotes the $P$-conditional distribution of $Z$ given $W$.

Proof of Theorem 5.3. Choose $m \geq 1$ so that $d(m) := \sup_{k} d(m;k) < \epsilon$ and for fixed $N$ define $\xi_k = (X_{(k-1)(N+m)+1}, \ldots, X_{kN+(k-1)m})$, and set $\xi'_1 = \xi_1$. Without loss of generality, take the underlying measure space to be $(\mathbb{R}^N \times \mathbb{R}^N)^N$, which is a complete separable metric space. In Lemma 5.4 take $X = (\xi_1, \xi'_1)$, $Y = \xi_2$ and denote the resulting $Y'$ by $\xi'_2$. Clearly $P(\xi_2 \neq \xi'_2) = \perp (\xi'_2, \xi_1)$. Note that for all $k \geq 3$,

$P_{\xi_k|\xi_1,\ldots,\xi_{k-1},\xi'_1,\xi'_2} = P_{\xi_k|\xi_1,\ldots,\xi_{k-1}}$,

and thus by a straightforward calculation (cf., [Ber, Prop. 4.1.1])

$\perp (\xi_k, \{\xi_1, \ldots, \xi_{k-1}, \xi'_1, \xi'_2\}) = \perp (\xi_k, \{\xi_1, \ldots, \xi_{k-1}\})$.

Apply Lemma 5.4 again with $X = (\xi_1, \xi_2, \xi'_1, \xi'_2)$ and $Y = \xi_3$ to find $Y'$, now denoted by $\xi'_3$, so that

$\perp (\xi'_3, \{\xi_1, \xi_2, \xi'_1, \xi'_2\}) = 0$

and

$P(\xi'_3 \neq \xi_3) = \perp (\xi_3, \{\xi_1, \xi_2\})$.

This procedure when iterated yields a measure $\mu$ on $\Omega \times \Omega$ with the following properties:

(9) $\mu \circ \pi_1^{-1} = \mu_1$ has the distribution of the original $\{\xi_k\}$ sequence;

(10) $\mu \circ \pi_2^{-1} = \mu_2$ has iid coordinates with marginal that of $\xi_1$;

(11) $\mu(\{\omega_1, \omega_2 : \omega_1(k) \neq \omega_2(k)\}) \leq d(m)$ for all $k$,

where $\pi_i$ is the projection onto the $i$-th coordinate, and $\omega_i(k)$ is the $k$-th coordinate of $\omega_i \in (\mathbb{R}^N)^N$, i.e., an element of $\mathbb{R}^N$.

Claim 1. The collection of $\mu$’s satisfying (9)–(11) is convex and weakly closed (against bounded continuous functions).

The convexity is obvious, while for weak closure note that for fixed $k$ the set in (11), call it $S_k$, is open. If $f$ is a continuous function between 0 and 1 with support in $S_k$, and $\mu^\alpha \to \mu$ weakly as $\alpha \to \infty$, with $\mu^\alpha$ satisfying (9)–(11), then
since $0 \leq f \leq 1_{S_k}$,

$$d(m) \geq \int 1_{S_k} d\mu^\alpha \geq \int f d\mu^\alpha \to \int f d\mu.$$ 

Thus for all such $f$, $\int f d\mu \leq d(m)$, and since

$$\int 1_{S_k} d\mu = \sup \left\{ \int f d\mu : 0 \leq f \leq 1_{S_k} \right\},$$

it follows that $\int 1_{S_k} d\mu \leq d(m)$, which establishes Claim 1.

Let $\sigma$ denote the shift on $\Omega \times \Omega$ with $\sigma_1, \sigma_2$ the shift on the first and second coordinates. Note that $\mu_1 \circ \sigma_1^{-1} = \mu_1$, $\mu_2 \circ \sigma_2^{-1} = \mu_2$. Form the sequence

$$(12) \quad \frac{1}{L} \sum_{i=1}^{L} \sigma^i \cdot \mu = \mu^L.$$ 

Note that $\mu^L$ continues to satisfy (9)–(11). Take a limit point $\hat{\mu}$ which exists by tightness (if $\mu_1$ and $\mu_2$ are two fixed regular probability measures on $\Omega$, then the family of all $\mu$ on $\Omega \times \Omega$ which project onto $\mu_1, \mu_2$, respectively, is tight). Since in variation $\|\sigma \cdot \mu^L - \mu^L\| \leq 2/L$, it is clear that $\sigma \cdot \hat{\mu} = \hat{\mu}$. That is, $\hat{\mu}$ is a stationary measure under $\sigma$, satisfying (9)–(11), so (cf. [vN]) $\hat{\mu}$ can be decomposed as

$$\hat{\mu} = \int_0^1 \hat{\mu}_t d\nu(t),$$

where $\nu$ is a Borel probability measure on $[0,1]$, and $\hat{\mu}_t$ are stationary ergodic measures on $\Omega \times \Omega$. Since both $\mu_1$ and $\mu_2$ were ergodic under $\sigma_1, \sigma_2$ respectively, it follows that for $\nu$-a.e. $t$, $\pi_i(\hat{\mu}_t) = \mu_i$ for $i = 1, 2$, since $\pi_i \cdot \hat{\mu} = \int_0^1 \pi_i \cdot \hat{\mu}_t d\nu(t)$.

Finally, since $d(m) \geq \hat{\mu}(S_1) = \int_0^1 \hat{\mu}_t(S_1) d\nu(t)$, there must be a set of $t$ values of positive measure where $\hat{\mu}_t(S_1) \leq d(m)$. Choose any one, call it $t_0$, and observe that $\hat{\mu}_{t_0}$ is an ergodic stationary measure satisfying (9)–(11). Note that by stationarity $\hat{\mu}_t(S_k) = \hat{\mu}_t(S_1)$ for all $k \geq 1$. Now the ergodic theorem applied to $1_{S_1}$ yields

$$\lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} 1_{S_1}(\sigma^k(\omega_1, \omega_2)) = \int 1_{S_1}(\omega_1, \omega_2) d\hat{\mu}_{t_0} = \hat{\mu}_{t_0}(S_1) \leq d(m) \quad \hat{\mu}_{t_0}\text{-a.e.}$$

and $\sum_{k=1}^{K} 1_{S_1}(\sigma^k(\omega_1, \omega_2)) = \#\{ k \leq K : \xi_k \neq \xi_k' \}$, where the $(\xi_k, \xi_k')$ are now the desired rv’s, with probability measure given by $\hat{\mu}_{t_0}$. \hfill \Box

Together, Theorems 5.2 and 5.3 prove the $U$-statistic SLLN for weak Bernoulli sequences with all kernels which are bounded by an integrable product (Theorem U(iii)). The ESP in Example 4.5 is weakly Bernoulli, the kernel there is integrable (and continuous except at one point), but nevertheless the $U$-statistic SLLN fails. This shows that even when the ESP is weakly Bernoulli, one cannot omit entirely the condition of boundedness by integrable products in Theorem U.
6. An Application

Suppose that $(\Omega, \rho)$ is a metric space, and that $T : \Omega \to \Omega$ is a measurable map with invariant measure $\mu$. In many examples it turns out that there exists a constant $\delta$ such that

$$D(\epsilon) = \mu \times \mu(\{(x, y) : \rho(x, y) \leq \epsilon\}) \sim C\epsilon^\delta$$

as $\epsilon \to 0$. The exponent $\delta$ is called the correlation dimension of $\mu$. For example, if $\Omega \subset \mathbb{R}^m$ and $\mu$ is absolutely continuous with bounded density, then $\delta$ is the topological dimension $m$.

One possible estimation procedure for $\delta$ (suggested in [G-P]) is to estimate $D(\epsilon)$ by its empirical analog

$$D_n(\epsilon) := \frac{1}{n(n-1)} \#\{1 \leq i \neq j \leq n : \rho(X_i, X_j) \leq \epsilon\} = U_h(X_1, \ldots, X_n)$$

where $h : \mathbb{R}^2 \to \mathbb{R}$ is $h(x, y) = 1_{\{\rho(x, y) \leq \epsilon\}}$. A regression procedure based on $\log D(\epsilon) \approx \log C + d \log \epsilon$ is then used to estimate $\delta$.

Note that this kernel is covered by Theorem U(ii), and $D_n(\epsilon)$ converges a.s. in the case $F \times F(\{(x, y) : \rho(x, y) = \epsilon\}) = 0$ where $F$ is the distribution of $X$. This convergence is also established (by different methods) in [Pe, Theorem 1].

For $\Omega \subset \mathbb{R}^m$ (and $\rho(x, y) = |x - y|$), an alternative procedure (presented in [Ta]) is first to generate iid observations $R_i = |W_i - Y_i|$ where dist.($W_i, Y_i$) = $\mu \times \mu$. Assuming that actually for some $\epsilon_0 > 0$,

$$D(\epsilon) = C \cdot \epsilon^\delta \quad \text{for all } \epsilon \leq \epsilon_0,$$

the conditional distribution of $Z_i = R_i/\epsilon_0$ given $R_i \leq \epsilon_0$ is

$$P(Z_i \leq t | Z_i \leq 1) = t^\delta, \quad 0 \leq t \leq 1.$$  

Deleting the observations $Z_i$ that exceed 1, it is then possible to estimate $\delta$ by standard methods such as maximum likelihood or UMVU. Note that the maximum likelihood estimate of $\delta$ is the reciprocal of

$$\frac{1}{n} \sum_{i=1, Z_i \leq 1}^n - \log Z_i = \frac{1}{n} \sum_{i=1, |W_i - Y_i| \leq \epsilon_0}^n - \log \left(\frac{|W_i - Y_i|}{\epsilon_0}\right),$$

while the UMVU estimator is $n^{-1}(n - 1)$ times this.

The problem with this procedure is that it is not clear how to generate iid observations of $|W_i - Y_i|$ based on the non-iid $X_i(\omega) = T \omega$. A natural idea to remedy this would be to study the average of all $\log |X_i - X_j|$, $1 \leq i \neq j \leq n$: 
\[ U_h(X_1, \ldots, X_n) = \frac{1}{n(n-1)} \sum_{1 \leq i \neq j \leq n} -\log |X_i - X_j|, \]

where \( \hat{h} : \mathbb{R}^2 \rightarrow \mathbb{R} \) is \( \hat{h}(x, y) = -\log |x - y| \).

Unfortunately, this cannot work. This kernel \( \log |x - y| \) does not satisfy the criteria of Theorem U, and moreover the following example shows that an SLLN for \( U \)-statistics based on it cannot be expected (even when the underlying ESP is WB).

**Example 6.1.** Let \( W_1, W_2, \ldots \) be iid with a continuous distribution \( F \) such that

\[ E \left( |\log |W_1 - W_2|| \right) < \infty, \]

and let \( Y_1, Y_2, \ldots \) be iid Bernoulli with \( P(Y_i = 1) = p \), \( 0 < p < 1 \), independent of \((W_1, \ldots)\). Define a stationary, weakly Bernoulli process with invariant distribution \( F \) by \( X_1 = W_1 \) and \( X_n = W_n(1 - Y_n) + X_{n-1}Y_n \) for \( n > 1 \). Now (with probability one) there are infinitely many \( n \) with \( X_n = X_{n+1} \) so the \( U \)-statistic with kernel \( \hat{h}(x, y) = -\log |x - y| \) does not satisfy the SLLN, diverging to \( \infty \).
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