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Ultrasonic measurement techniques can be used to determine some characteristics of turbulent flows. In this work measurements of the difference in propagation times of ultrasonic waves along two paths are combined with the Kolmogorov (\(k^4\))-power law to study characteristics of grid-generated turbulence. The paper focuses on ultrasonic measurements of turbulent flow using the travel-time technique. The present research is of interest from two points of view. First, it demonstrates an ultrasonic method of investigation of turbulence, and second, it furthers understanding of the effect of turbulence on sound propagation.

I. Introduction

T
ECHNICAL advances of ultrasonic flow metering have drastically improved the accuracy of flow measurements. A thorough description of ultrasonic metering can be found in Lynnworth. 1 The technological capabilities developed for the ultrasonic technique flow measurement, namely, measurement of very small time differences associated with changes in the ultrasonic wave propagation, can be utilized beneficially for turbulent flow diagnostics.

The influence of turbulence on sound wave propagation has been studied by a number of authors, who conducted a variety of experiments and provided a wide range of experimental and analytical results in this area for the past 50 years. However, the experimental results were not systematically acquired or presented. Furthermore, early results were not accurate because of poor experimental setups and technological limitations of timing equipment. For instance, in the work by Krasilnikov,2 which will be discussed later, the measurements were conducted outdoors and assumed that the atmospheric boundary-layer turbulence was isotropic. Strictly speaking, this assumption could not be satisfied during the experiments, which resulted in questionable accuracy of the results. There continues to be a strong interest in understanding of the propagation of sound in an inhomogeneous, moving medium. An analytical relationship between phase fluctuations in sound and atmospheric turbulence was first formulated by Krasilnikov2 Bovsheverov and Krasilnikov3 and developed further by Chernov.4 The authors studied the time-structural phase functions at the points of reception in the sonic and ultrasonic range for various distances from a speaker to a microphone and various frequencies of sound as well as the dependence of the amplitude pulsation intensity on a distance. Substantial work was performed by Suchkov,5 who investigated the amplitude fluctuations of sound at sonic and ultrasonic frequencies. Similar work was carried out by Herbstreit and Thompson6 and Deum and Funin,7 where measurements of phase difference fluctuations of microwaves were made. Although the literature is replete with results of measurements of sound propagation through the atmosphere, very few data are available that include the detailed properties of the atmosphere at the time of measurements. An attempt to develop comprehensive theory along with experiment was made by Wiener and Keast.8 A very comprehensive review of theoretical and experimental work done in the area of wave propagation in random media can be found in Tatarski,9 Ryoto et al.,10 and Ishimaru.11 More recently, the problem of pulse propagation in inhomogeneous and random media became of interest in applied science and has been investigated using different approaches by different researchers (Ref. 12 and references therein). Although a large number of atmospheric measurements were made, they suffered a lack of reliability and accuracy in addition to poor characterization of the turbulence. The problem of phase fluctuations is equivalent to the problem of finding the autocorrelation functions of these fluctuations, which involves enormous amounts of experimental data and a large amount of computational work. From the repeatability of experiments point of view, it is much more complicated and time-consuming to conduct outdoor experiments compared to those performed under convenient laboratory conditions. The break through in the problem of measuring flow parameters in a turbulent medium was made by Schmidt and Tilmann13 and Schmidt14 who discovered the possibility of measuring flow parameters noninvasively and without perturbation by means of ultrasound. Johari and Durgin15 reported a number of applications that extended Schmidt's initial work. Specifically, they investigated unsteady flow about an airfoil, the trailing vortex from a delta wing, and swirling free-surface flows.

During the past 25 years, ultrasonic technology has progressed very rapidly in improving flow measurement performance and resulted in the development of the equipment capable of measuring the very small time differences associated with changes in the ultrasonic wave propagation time. A description of ultrasonic metering can be found in Lynnworth.1 The study of the transmission and attenuation of the signal and noise mechanism performed by Brassier et al.16 gives us a defined choice of the frequency at which ultrasonic transducers can be operated. In their work authors presented improved prototype of the ultrasonic flow meter using optimal choice of ultrasonic frequency, the design, and the "echo process." With improved technology we are now able to measure volume flow rate and other flow parameters in pipes and conduits reliably and accurately in laboratory-scale apparatus.

A theoretical basis of the present work is based on well-known Kolmogorov law, derived purely from the dimensional analysis. Namely, it states that the velocity fluctuations at two different points are proportional to the distance between these points to the power \(\frac{1}{3}\), and therefore sometimes it is called "\(\frac{1}{3}\)-law."17-19 Our interest is concentrated on the effect of turbulence on sound wave propagation. The random changes of flow parameters produced by turbulence are very rapid and affect the sound propagation. This area of research lies on the boundary between acoustics and aerodynamics.

The research has a two-fold purpose: first is the application of travel-time ultrasonic techniques for data acquisition in the grid-generated turbulence produced in a wind tunnel, and the second is to compare an analytical expression for phase fluctuations based on
Kolmogorov's $\frac{4}{3}$ law, with experimental data to validate experimental setup. Thus, the paper will present the results of two series of experiments on the statistics of time propagation as a function of distance and propagation velocity.

The plan of this paper is as follows. The methodology is presented in Sec. II. The experimental setup is described in Sec. III. The experimental results and comparisons are discussed in Sec. IV, and in Sec. V conclusions will be presented.

II. Methodology

In the experimental part of the investigation, the authors use ultrasonic pulses traveling along straight paths from a single source to the receiver, as shown in Fig. 1. For the work reported herein, the sound propagates a distance $L$ across the grid-generated turbulence from a speaker to microphone. The flow-meter equation can be used to derive an expression for a travel time of a wave traveling from the speaker to microphone $t_1$ and in opposite direction $t_2$. These travel times can be written as

$$t_1 = \int_0^L \frac{dy}{c - u_t} \approx t_0 + \frac{1}{c^2} \int_0^L u_1 \, dy,$$

$$t_2 = \int_0^L \frac{dy}{c + u_2} \approx t_0 - \frac{1}{c^2} \int_0^L u_2 \, dy,$$

where $t_0$ is a travel time in the undisturbed media, $U$ is a mean velocity, $c$ is a sound speed, and $u'$ are fluctuations of the mean flow velocity. In Eq. (1) we neglected the terms of order $U/c, U^2/c^2$. Then, for the time difference we find

$$\Delta t = t_1 + t_2 - 2t_0 \approx \frac{1}{c^2} \int_0^L (u_1' - u_2') \, dy = \frac{1}{c^2} \int_0^L \Delta u \, dy$$

However, the turbulent velocity fluctuations on which travel time of the wave depends appear as a random function of time and position. Then, from Eq. (2)

$$\Delta t^2 = \frac{1}{c^4} \int_0^L dy' \int_0^L dy'' \Delta u(y') \Delta u(y'')$$

where the overscore indicates time averaging. The principal change in the total velocity $u$ is caused by the drift of the turbulence in the mean flow, so that the change in the velocity $u$ in the time $t$ can be represented as the result of a displacement of the turbulence in a small distance $\delta (\theta) = \delta u$ as shown in Fig. 2 for the case of perpendicular direction of the sound wave. The underintegral term in Eq. (3) is

$$\Delta u(y') \Delta u(y'') = [u(y', 0) - u(y'', 0)]^2$$

To take into account the correlation of fluctuations at different points of the flow, we use the $\frac{4}{3}$ law obtained independently by A. N. Kolmogorov and A. M. Obukhov. Following this law, one may get

$$\sigma = \sqrt{\Delta t^2} = \sqrt{c^2 L \left(1/c^2 \delta^2 \right)}$$

where constant $C$ is the characteristic of turbulence having a dimension of $1 \text{cm}^{1/3} \times \text{s}^{-1}$ and $R$ is a distance between the points $y'$ and $y''$. However, based on the hypotheses of isotropy of the turbulence the left-hand side of Eq. (5) can be written as follows:

$$C^2 R^4 = \left[ u(y'') - u(y'') \right]^2 = 2 \left[ u(y')^2 - u(y')u(y'') \right]$$

Based on the Fig. 2, it is seen that

$$R_1 = \langle \delta (y'), \delta (y'') \rangle = \langle \delta (y'), \delta (y''), \delta (y'', \delta) \rangle$$

$$R_2 = \langle (y'), 0 \rangle = \langle (y''), \delta \rangle$$

Simple geometry for small $\delta$ gives the following:

$$R_1^2 = \delta^2 + (y' - y'')^2$$

$$R_2^2 = (y'' - y')^2$$

Now making use of the $\frac{4}{3}$ law and Eqs. (9) and (10), one obtains

$$\Delta u(y') \Delta u(y'') = C^2 \left\{ R_1^2 - R_2^2 \right\}$$

$$= -0.5C^2 \left\{ 2(y' - y'')^2 - 2(y'' - y')^2 + \delta^2 \right\}$$

Substitution of Eq. (11) into Eq. (3) and integration yields the following result:

$$\Delta t^2 = C^2 L \left(1/c^2 \delta^2 \right)$$

in which the const was determined experimentally in the works by Obukhov to be equal to three. Then, standard deviation is the square of distance, agreeing with results of other authors.

The experiment falls into two parts. First, to validate our experimental equipment we use the data to compare theoretically derived dependence of the standard deviation of the travel time on the separation distance $L$. Here we collect data of transit time at constant mean velocity for nine different distances. Second, we attempt to estimate the standard deviation of the travel time and verify its dependence on a mean flow velocity. For this purpose we conduct the second series of experiments, where we collect data for six different mean flow velocities. Finally, after validating our experimental equipment and data we estimate the structure parameter $C$ based on experimental data and perform the comparison with experimental results of research activities carried out in earlier years.
III. Experimental Arrangement

The experiments were carried out in a wind tunnel of 1.15-m length with a 0.3 × 0.3 m rectangular test section. Turbulence was produced by a biplanar grid consisting of a square mesh of aluminum round rods with diameter of 0.635 cm positioned 2.54 cm between centers. The mesh M was therefore 2.54 cm, and the grid solidity was 0.64. The domain for the data collection was chosen based on criteria for achievement of isotropic flow developed by Mohamed and LaRue.

In our experiment we have used ultrasonic transducers with a frequency of 100 kHz designed for air applications. Ultrasonic bursts were generated using a programmable signal generator and a power amplifier. Received signals were amplified and sampled using high-speed data-acquisition equipment. A transmit/receive switch protected the receiver from transmitted signal. The enabling pulse is started by the first positive voltage step in the four-pulse burst of square waves. The burst was 100-kHz frequency and had 50-mV amplitude produced by function generator, which, in turn, was driven by a National Instrument Data Acquisition Card (DAQ). The four-pulse burst was sent to the transducer-transmitter through the amplifier. Figure 3 demonstrates four-pulse burst coming out of the transducer-transmitter.

The National Instrument DAQ allows one to detect the burst departure time extremely accurately. The pulse was generated with a repetition frequency of 500 cycles/s. The ultrasound beam, sent by the first transducer, was received by the second one. The main problem was to measure travel time ct with a high precision. The analog data, then, from the second transducer were transported to a CompuScope 82G DAQ with large acquisition memory and wide analog bandwidth, which transformed analog data to digital data and transferred data from CompuScope 82G card to the PC memory with the resolution of 5 × 10⁻⁹ s. Both DAQ cards were installed inside the PC. Digital representation of the experimental data, provided by the DAQs, allowed determination of the travel time ct very precisely.

Figure 4 demonstrates a typical data representation obtained from CompuScope 82G DAQ, transferred to the PC, and processed in Excel. The acquisition rate was 50,000,000 samples/s. Two signals shown in Fig. 4 are received signal e₁ and transmitted signal e₂. For this case the ultrasonic signal traversed the flow perpendicular to the mean flow. Approximately 0.9 ms was required. A magnification of the transmitted and received bursts is shown in Fig. 5. The block diagram of analog and digital processing is shown in Fig. 6.

IV. Experimental Results and Discussion

We consider here a locally isotropic turbulent flow under constant room temperature, which can be approximately generated by introducing a grid into a uniform flow. At a sufficient distance downstream from the grid, the flow becomes locally isotropic, and a power law is applicable. Studies and criteria that relate to identification of the downstream position, where the flow becomes nearly homogeneous, isotropic, and locally isotropic, are described in detail by Grant and Nishit, Corssin, Uberoi and Wallis, and Mohamed and LaRue. To collect experimental data in nearly isotropic and homogeneous portions of flow, the locations of transducers as well as mean flow speed were chosen based on the criteria established by Mohamed and LaRue. In the present study we assume that the basic characteristics of ultrasound propagation in the turbulence are determined by slow changes in the state of medium (mean speed, temperature, and density of the air). Under these conditions it is expedient to use the method of ray acoustics. Furthermore, it seems...
reasonable that ultrasonic pulses have negligible effect on the turbulence because they are at very high frequency, are at low power, and propagate in very short bursts.

Each transducer acted both as a transmitter and as a receiver. The differences in transit times along the path were measured and averaged over more than 700 realizations. For each mean velocity and separation distance the experiment was carried out, and data were collected for 45 s. The data file for each measurement was about 15 Mb. The transit time for the ultrasound pulse was determined from the correlation function

\[ K_{12}(\tau) = \frac{1}{T} \int_0^T e_1(t + \tau) e_2(t) \, dt \]  

where \( K_{12}(\tau) \) is a cross-correlation function of \( e_1 \) and \( e_2 \). By definition

\[ K_{12}(\tau) = \frac{1}{T} \int_0^T e_1(t + \tau) e_2(t) \, dt \]  

Hence, the travel time \( t_\tau \) can be determined as

\[ \max K_{12}(\tau) = K_{12}(t_\tau) \]  

The numerical computation of the cross-correlation function involves the computation of average products among the sample data values. In the following two subsections we describe experiments for two different setups performed to verify our experimental data by comparing it with theoretical estimations. Next, turbulent characteristic parameter is obtained on the basis of Kolmogorov’s theory and compared to experimental data.

A. Transit Time as a Function of the Separation Distance \( L \)

Figure 7 represents the schematic diagram for the experimental setup. Nine cases of different distances \( L \) were studied. Geometrical parameters are listed in the Table 1, and it can be seen that the angle with respect to the mean flow varied so that the mean flow component along the path also varied. The mean velocity during the experiment was \( U = 3.5 \) m/s, which corresponded to a Reynolds number based on the mesh size of \( Re \sim 7 \times 10^3 \). The signal was sent in a direction opposite to the inlet flow. From theoretical point of view, one can expect that the travel time will increase with distance. In Fig. 8 the travel-time data in disturbed medium are plotted along with data collected in undisturbed medium and compared with theoretical estimation of the travel time without taking into account the effect of turbulence, namely, \( t_{\text{theoretical}} = L/(c - U \sin \beta) \). Figure 8 demonstrates the well-expected result of significant decrease of mean travel time in the presence of turbulence. Figure 9 demonstrates the travel-time standard deviation as a function of traveled distance. The result obtained by Obukhov predicts standard deviation increase proportional to the square root of a distance, which is depicted by the solid line. Therefore, the experimental data are plotted together with \( L^{1/2} \) curve in order to verify that the standard deviation obtained experimentally indeed is proportional to \( L^{1/2} \). Although the standard deviation is increasing with distance, the scattering of the data can be clearly seen. The scattered data must be interpreted with some caution and cannot be inconsistent with the theoretical analysis, but rather might be caused by the uncertainty of the measurements, which were found to be around 20%.

B. Transit Time as a Function of Mean Velocity

For this case we have two transducers placed at a distance \( L \) from each other, and the direction of mean flow is perpendicular

![Table 1 Geometrical parameters](image)

<table>
<thead>
<tr>
<th>( \beta ), deg</th>
<th>( L ), m</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.33</td>
</tr>
<tr>
<td>5</td>
<td>0.333448</td>
</tr>
<tr>
<td>10</td>
<td>0.339499</td>
</tr>
<tr>
<td>15</td>
<td>0.348399</td>
</tr>
<tr>
<td>20</td>
<td>0.360278</td>
</tr>
<tr>
<td>25</td>
<td>0.375772</td>
</tr>
<tr>
<td>30</td>
<td>0.395484</td>
</tr>
<tr>
<td>35</td>
<td>0.420361</td>
</tr>
<tr>
<td>40</td>
<td>0.451762</td>
</tr>
</tbody>
</table>

![Fig. 7 Sketch of wind-tunnel test section.](image)

![Fig. 8 Average travel time vs a path length](image)

![Fig. 9 Standard deviation of the travel time vs a distance](image)

![Fig. 10 Cross-correlation function \( K_{12}(\tau) \) of two waves \( e_1, e_2 \).](image)
standard deviation is proportional to the square of distance, agreeing with results of other authors.2,19,20 The data scattering can be explained by two factors: the accuracy of the travel-time determination and the uncertainty of other measured parameters. Nevertheless, the behaviors are shown to be in agreement between theory and experiment.
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