ABSTRACT
The human analyst is required as an active participant in the traceability process. Work to date has focused on automated methods that generate traceability information. There is a need for study of what the analysts do with traceability information as well as a study of how they make decisions.

1. INTRODUCTION
In examining the traceability problem in software engineering, one fact becomes apparent: the human is in the loop. When developing embedded hyperlinks in related software engineering artifacts, the developer can always override the tool’s linking decisions. In assessing the accuracy of a given requirements traceability matrix (RTM), an analyst can disagree with existing links. In building an RTM for two textual artifacts, an analyst can identify links not found by a linking tool (completeness analysis).

In the end, the analyst can always override any prior decision and has the FINAL say on whether or not the traceability is correct. In the case of RTMs that are built for safety or mission critical software systems and/or are part of a software safety case (such as those required for certification of an instrumentation and control software system for a nuclear power plant or an air traffic control software system), the human analyst MUST make the final decision on whether or not high level elements in an RTM have been fully satisfied by low level elements linked to it.

Current and prior research in traceability (with the exception of [5]) ignores this fact. Instead, the research focuses on the role of the computer in traceability. That is to say, given two textual artifacts, how accurately can a given method or technique trace them to each other? In all fairness, one should not study the impact of the human analyst until it is shown that automated methods by themselves are sufficiently accurate. But the results reported recently in [4, 6, 10, 1, 7, 2, 3] suggest that using methods from the arsenal of information retrieval and data mining for the automated tracing is both accurate and efficient. Despite that, we know that automated methods and techniques produce imperfect results. It is now time to study WHAT happens when a human analyst becomes involved and makes decisions concerning the computer’s traceability output. We believe this is a fundamental issue in traceability research and this paper addresses: (a) our position on the issue; (b) evidence supporting our position; and (c) suggestions for future research in the area.

The rest of the paper is organized as follows. In Section 2, we express our position concerning the need to study analyst interaction with tools in tracing tasks. In Section 3, we discuss some preliminary results we have obtained in our prior studies and elaborate on their significance. In Section 4 and 5, we discuss the questions that the proposed research will address in the future.

2. POSITION
As mentioned in [5], we foresee two different ways in which tracing methods can be used to study/improve software engineering practices. The first way involves the after-the-fact study of the software development process artifacts with the purpose of learning and improving the process for the future projects. The second way involves introduction of advanced, automated tracing techniques into the software development process for the purpose of improving current process. These two ways present somewhat different sets of challenges for software engineering researchers interested in traceability. Traditional traceability research tends to address the concerns of the first approach more than those of the second.
Our position in this paper is that the unique challenges posed by the second approach, which assumes introduction of automated tracing methods directly into the software development process (for example at the Validation & Verification, or Independent Validation & Verification stages), **must be analyzed and addressed** by the emerging research on traceability. Two that extent, we make two important observations.

**First**, we maintain that anything with traceability for emerging forms of software engineering MUST have the human in the loop. Automated methods rooted in information retrieval, data mining, machine learning, and/or natural language processing produce approximations, estimates of the final traceability. It is the job of a human analyst, especially when tracing is part of a mission-critical software project, to confirm and possibly correct computer-generated traces.

Building on this observation, the **second** part of our position is that the traceability community must study human interaction (reaction) with the results produced by automated methods. Do human analysts improve predictions made by automated methods? What factors affect the work of human analysts with the automated method results? Do human analysts trust results produced by automated methods? And last, but not least, **what can we do to improve the final traces** (the ones produced by human analysts after examining the candidate traces produced automatically)?

**3. EVIDENCE**

How do we know that this problem exists? In its most rudimentary forms, traceability requires retrieval of relevant information. Only a human can make the final determination of whether or not retrieved items are indeed relevant. As mentioned in Section 1, there are a myriad of examples in traceability where analysts make decisions about provided links. The key issue is that analyst decisions are not always correct. Anecdotal evidence obtained for [4] (see also citemsr05) showed that a human analyst could commit both errors of omission (throwing correct links out of the trace) and errors of commission (adding incorrect links to the trace) while examining the trace. As a result, the final accuracy of the trace was not a significant improvement over the computer-generated one (in the specific experiment, described in [4, 5], we witnessed improved precision and decreased recall). In addition, we have evidence that correct analyst feedback improves dynamic link generation [6, 10].

For [5], we obtained a few more data points concerning analyst interaction with automatically generated candidate traces. In all cases reported in [5] (and we have no other data as of this moment), we witnessed the same thing as in the case reported in [4]: a significant percentage of individual analyst decisions concerning candidate links were erroneous, regardless of the initial accuracy (measured as precision and recall) of the candidate trace.

Additionally, our own personal experience with tracing as well as our experience with professional analysts on a small tracing study [5] indicates that analysts “dislike” tracing (almost half the analysts for the tracing study dropped out). This is understandable as it is a tedious, boring, human-power intensive, error-prone task. Tools are not much assistance either. Most tools require the analyst to assign keywords to all elements of both textual artifacts being traced, and/or to build a detailed hierarchical list of keywords, and/or perform interactive string searches for potential matches or links, and/or examine lengthy, yet poor quality, lists of potential links.

As mentioned above, we have some evidence that analysts can make decisions that make the returned results worse! For example, given a list of potential matches, they throw away good links together with bad. They also keep some bad links [4, 5]. In our pilot study [5], three analysts were given three different traces of the MODIS dataset [8, 9] and asked to verify them. The traces were “doctored” to have different precision and recall as shown in Table 1 in the columns marked “Original”.

The precision and recall of the trace provided by the analysts are shown in the columns marked “Final”. As seen from this table, in all three cases, recall went down. In one case, precision was drastically reduced. Figure 1 depicts the change in accuracy graphically (dashed arrow represents the human analyst case from [4]).
So, analysts are a **vital** part of tracing, but they do not enjoy it, and they make the returned results worse! What can be done?

**4. WHAT TO STUDY AND HOW TO STUDY IT?**

As detailed above, our experience suggests that we need to study analyst interaction with tracing tools and determine what affects analyst performance and how. How do we get from such and open-ended goal to a specific research agenda? In this section we outline a number of hypotheses we hope to evaluate in our future work.

Clearly, we need to establish the factors that affect analyst performance. We hypothesize now that we can break these factors into three broad categories.

**Tool output.** Presumably, the better the accuracy of the tool, the more accurate the result of analyst inspection should be. That is to say, if the tool retrieves potential links that are not relevant, and the analyst accepts the tool's recommendations, the resulting RTM will not be accurate. This statement, however, comes with a number of caveats. First, precision and recall are not symmetric measures from the analyst's point of view. To improve precision, the analyst needs to spot errors of commission and remove existing candidate links from the trace. To improve recall, the analyst needs to spot errors of omission, i.e., notice that a link is missing from the trace. Practice shows that errors of omission are much harder to spot and fix. Therefore, when assessing the accuracy of the results, we assume that the analyst would favor candidate link lists with the highest possible recall and **decent** precision over candidate link lists with high precision and **decent** recall. Second, certain high-accuracy regions in the recall-precision space may actually yield decreased accuracy. In particular, under certain circumstances, we speculate that candidate link lists with 95 numbers **if** the analyst assumes that the results need significant improvement (there is also very little room for error here). What we are truly interested in are the **comfort** regions of the recall-precision space. The values of recall and precision that tend to make analysts significantly improve the results produced by the tool.

**Subjective characteristics of the tool.** The key reason why an analyst would decrease the accuracy of an excellent computer-generated candidate trace is the analyst's lack of trust in the software that produced it. The tool may be capable of producing high-quality estimates, but as long as the analyst is intent to second-guess its results, the process will not work as desired. Conversely, if the tool produces poor estimates, but the analyst shows more trust in the tool than it deserves, the accuracy of the final trace will remain low.

It is thus important to understand the mechanisms by which the analyst decides to trust/mistrust the tool. From the examples above, it is clear that the ideal situation is for the analyst to have a clear and correct impression of the tool's accuracy. What affects the analyst perception of the tool? We speculate that in addition to the objective accuracy of the tool, subjective reasons play an important role here as well. In particular, the issues of analyst interaction with the tool and the convenience of the user interface have to be studied. At the outset we see two key sets of factors affecting the analyst trust: (1) the quality of the graphical user interface and the convenience of the tool's use, and (2) the transparency of the tool's linking decisions.

We are currently working on version 2 of REquirements TRacing On-target (RETRO), a special-purpose requirements tracing tool. Our plan is to test the interface design solutions for ease-of-use and convenience and determine what features the tracing tool GUI must have. Among the features eventually implemented in RETRO will be the ability for the analyst to examine the reasons for including a link into a candidate link list. The tool will display matching keywords and/or other reasons for matching high- and low-level elements for each link. The tool will also allow the analyst to control how the keywords are used during feedback processing stages.

**X-factors.** This broad category includes factors related to the analyst him/herself. Clearly, such factors as analyst experience, level of boredom with tracing tasks, style of work (in the broadest sense), and specific timeframe in which the work was assigned can have effect on analyst interaction with the tool. This, of course, is not restricted
to tracing tasks: such factors affect a broad range of software engineering tasks. We need to determine which of these factors need to be considered, which can be factored out, and what effect the remaining ones have on the analyst performance.

5. PLAN FOR THE FUTURE

We posit that a number of steps can be taken to address this situation. First, we must study what humans do. Specifically, we must collect data on the decisions that analysts make, e.g., what percentage of the time do they throw away good links? What percentage of the time do they keep bad links? What percentage of the time do they claim that an element has been satisfied by its relevant items in the other artifact, but in fact there are missing items? Second, we need to examine the factors that may impact analyst decision-making, such as:

- Quality of the retrieved potential links; Analyst experience in tracing;
- Analyst experience with the domain;
- Analyst experience with the project;
- Analyst's confidence in the tracing tool;
- Etc.

Taking a sample item from above, analyst experience in tracing, let us examine how future work will proceed. A controlled experiment will be designed and undertaken. For example, analysts with similar backgrounds and general experience levels but with varying degrees of experience in tracing will be separated into three groups: those with much tracing experience, those with moderate tracing experience, and those with little or no tracing experience. The analysts will be given tracing tasks to perform manually and also using automated tools. We will collect data such as: mean time to trace a high level element; final recall of trace; final precision of trace; precision of trace, etc. These measures will then be correlated to analyst experience to identify possible trends and to uncover findings of interest.

Scenarios for which we currently have data and may use for the above studies include, but are not limited to:
- Trace high level textual requirements to lower level textual requirements (and vice versa),
- Trace high level textual requirements to textual design elements (and vice versa), and
- Trace high level textual requirements to textual defect reports (and vice versa).
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<table>
<thead>
<tr>
<th>Case</th>
<th>Original Precision</th>
<th>Original Recall</th>
<th>Final Precision</th>
<th>Final Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>39.6%</td>
<td>60.9%</td>
<td>45.1%</td>
<td>56.1%</td>
</tr>
<tr>
<td>2</td>
<td>20%</td>
<td>90.2%</td>
<td>58.7%</td>
<td>65.8%</td>
</tr>
<tr>
<td>3</td>
<td>80%</td>
<td>29.2%</td>
<td>22.9%</td>
<td>26.8%</td>
</tr>
</tbody>
</table>

Table 1: Three datasets used in the experiment: starting and final precision and recall.

![Figure 1](image-url): Analysts did not exhibit the pattern of improving presented traces.