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The cost-benefit tradeoff of analysis fidelity in complex systems analysis has been posed as an optimization problem providing quantitative guidance for investment in improving analysis. A nonlinear constrained optimizer to solve this problem has been integrated into an error tradeoff environment providing an intuitive tool for the decision maker to consider investment in fidelity at the same time as design decisions are considered. An example demonstrates the efficacy of the improved interface to enable fidelity improvement investment decisions.

I. Introduction & Motivation

In the early stages of conceptual design, the decision maker is faced with myriad decisions. Foremost in any designer’s mind are the design decisions – which concept, how big, what shape, what material, etc. The designer must also consider requirements decisions – how fast, how far, how capable, how much, how often, etc. In addition, the designer must choose design methods to approach the problem – trade studies, intuition, optimization, synthesis, etc. Finally, the designer must make decisions about the models and assumptions used in the analysis which informs the other decisions – empirical, linearized, inviscid, high fidelity, etc.

This last group may be categorized as fidelity decisions. One may initially desire to use the best methods possible to minimize error. However, the designer is faced with deadlines and must use iteration in the design process. Limited resources and the need for repeated analysis mean that the designer must always be satisfied with “good enough” tools.

Designers have long relied on simplified methods in conceptual design; choice in these methods has typically been guided by experience. The complex and unconventional systems being considered today force us to reconsider those choices. Much interest and effort has been focused on bringing higher fidelity and physics-based tools earlier into the design process. Although generally agreed upon, this necessary effort has been largely unguided by any quantitative metrics.

The need for higher fidelity, physics-based analysis tools in conceptual design is not just about tomorrow’s advanced systems. The challenges faced by the aerospace industry today – and the solutions being pursued to meet those challenges – demand new and improved design oriented analyses. For example, the extensive use of composite materials on an otherwise conventional aircraft requires new approaches to structural layout and corresponding new weight estimating relationships. Unmanned aircraft with missions measured in months instead of hours require a fundamentally new approach to aircraft mission analysis and sizing. The packaging and layout of today’s high performance aircraft are now driven by consideration of power, heat, and electromagnetic interference.

The early stages of design are also a time when the decision maker must be extremely concerned with risk. The decision maker should understand the certainty that the candidate design will meet the customer’s requirements. One aspect of this risk is created by the error in the analysis tools used in conceptual design. The decision maker should understand which analyses introduce the most significant error in the model and they should understand the impact and cost of reducing these errors.

The reduction of error must be considered strategically as well as tactically. The aerospace industry has historically pursued bold, long-term projects which required significant investment in improved analysis capability. At times, these projects have been the primary focus of large portions of major companies, government research centers, and university researchers. The investment of research and development effort should be guided both by the potential performance gains of technologies, but also by the risk reduction potential of improved analysis.

In previous work, the cost-benefit tradeoff of error in complex systems was implied. A fidelity trade environment was developed through which the decision maker could intuitively investigate the role of error in a particular complex system. Through what-if games, decisions about the management and direction of a project could be made.
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The present research is directed to make the cost-benefit tradeoff of error in complex systems design explicit and to quantify it directly. Furthermore, the intuitive decision making environment will be enhanced with tools to provide specific guidance to the optimal programmatic approach to meet a project’s goals with respect to error.

II. Cost-Benefit of Error Reduction

It is impossible to fully validate a systems analysis or a design process. Many systems are too large, complex, and expensive to build test and validation articles. Furthermore, the operating conditions throughout the life cycle of a system are impossible to predict and control for a validation experiment. Sometimes designers are interested in revolutionary systems for which there is no historical counterpart which can be used for validation.

Error is introduced at every point in a complex systems design process. Every error source propagates through a complex system in the same way information propagates. If a system has feedforward, the errors feed forward. If a system has feedback, then errors feed back. If a system has coupled loops, then errors are coupled.

As with error propagation through a single analysis, error sources grow and decay when propagated through a complex system. These behaviors are made more complex by the complex interactions of a complete system. This complication and the loss of intuition that accompanies it makes proper error propagation calculations even more important to aid the decision maker.

Error can not be eliminated. However, it is possible to reduce many sources of error present in a complex systems analysis: better physical assumptions, fewer simplifications, better numerical implementations, and improved meta-models are all among the ways to reduce error at its source. Each error reduction has an associated cost while the complex system is varyingly sensitive to every error source. These relationships enforce a complex tradeoff between error sources and the cost-benefit of minimizing each error source.

III. Error Propagation for Complex Systems

In addition to error inherent to a calculation, in any calculation the error in any input quantity contributes to an erroneous output. The magnitude of error in an output may be diminished or amplified relative to the error of the inputs. In a series of calculations representing a complex system, error can build up and interact in non-intuitive ways. The behavior of error becomes even more obscure when the series of calculations are coupled.

Error propagation is a set of techniques used to quantify and understand the error in an output quantity based on some knowledge of the error of the input quantities and error introduced during the process. Error propagation was originally developed for the experimental sciences. In an experiment, the source of all error is measurement, as Mother Nature makes no mistakes. Conversely, computer analysis codes have many sources of error. They are subject to error in their inputs and their process but there is no measurement error in their outputs.

A sensitivity approach was used to rapidly approximate the propagation of error through complex systems. The error propagation formulation is that derived and presented by the author in previous works. This approach relies on system sensitivity analysis (SSA) to model the behavior of a complex system as a whole. The system sensitivity matrix proposed by Sobieski contains the partial derivatives which govern the interaction of tasks within a complex system. The notation used in the development of SSA has evolved; this work most closely matches the later style. The form of the system sensitivity matrix (M) used in this work is given below.

\[
M = \begin{bmatrix}
I_1 & \frac{\partial g_1}{\partial g_2} & \cdots & \frac{\partial g_1}{\partial g_l} \\
\frac{\partial g_2}{\partial g_1} & I_2 & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
\frac{\partial g_l}{\partial g_1} & \cdots & \frac{\partial g_l}{\partial g_{l-1}} & I_l 
\end{bmatrix}
\]  

The propagation of random error sources through a complex system is governed by Equation 2 given below. This equation first combines the input error sources (\(\sigma_x\)) and the task local error sources (\(\sigma_f\)). It then uses the inverse system sensitivity matrix (\(M^{-1}\)) to map these errors into the propagated global error (\(\sigma_f\)). This equation is approximate only in that it represents a linearization for the case of finite error sources. Note that the square operations in Equation 2 are performed on a term by term basis. Although the notation and approach to error propagation is different from that of Du and Chen, the resulting equations are equivalent.
\[ \sigma_f^2 \approx (M^{-1})^2 \left[ \varsigma_f^2 + \left( \frac{\partial \sigma}{\partial \varsigma} \right)^2 \right] \]  

(2)

IV. Modeling Cost-Benefit of Error Reduction for Complex Systems

The cost-benefit tradeoff of error reduction in a complex systems analysis may be stated as an optimization problem: Choose a combination of error reductions which meet a set of system error goals at minimum cost.

In this optimization problem, the solution space is the set of error reductions. Error sources may be inherent to calculation \((\varsigma_f)\) or there may be error in any input quantity \((\sigma_x)\). Reductions in either type of error source may be pursued, thus providing the problem variables \(\Delta \varsigma_f \equiv \varsigma_f^* - \varsigma_f\) and \(\Delta \sigma_x \equiv \sigma_x^* - \sigma_x\). Where \(\varsigma_f^*\) and \(\sigma_x^*\) represent the current state of the art error levels.

The system level error goals may be stated as \(\sigma_x\) and state of the art error levels \(\varsigma_f\). The red and green constraints represent two propagated system level error goals. Green constraints represent the maximum attainable improvement possible in a complex system may be stated in standard optimization form as in Equation 3.

\[ \varsigma_f \leq \varsigma_f^* \]  

Subject to: \[ \varsigma_f \leq \varsigma_f^* \]  

Subject to: \[ \sigma_x \leq \sigma_x^* \]  

(3)

Figure 1(a) depicts a notional cost-benefit tradeoff solution space for error improvements. Two error sources \((\sigma_{x1} \text{ and } \sigma_{x2})\) are being considered in this example. The current state of the art is marked with an ‘*’. The black and green constraints represent the maximum attainable improvement possible in \(\sigma_{x1}\) and \(\sigma_{x2}\), respectively. The red and blue constraints represent two propagated system level error goals.

Although the objective function of Equation 3 is arbitrary, the constraints are all linear in \(\varsigma_f^2\) and \(\sigma_x^2\). Consequently, it may be more convenient to state the problem in an alternative \(B\) form as in Equation 4.

Choose: \( B = (\varsigma_f^2, \sigma_x^2) \)  

To minimize: \( \$B = \$B (B) \)  

Subject to: \[ \varsigma_f^2 \leq \varsigma_f^* \]  

Subject to: \[ \sigma_x^2 \leq \sigma_x^* \]  

(4)

Here the minimum attainable error levels are \(\varsigma_f^*\) and \(\sigma_x^*\) which can be derived from the maximum error improvement and state of the art error levels \(\varsigma_f = \varsigma_f^* - \Delta \varsigma_f\) and \(\sigma_x = \sigma_x^* - \Delta \sigma_x\).

Figure 1(b) represents the same notional cost-benefit tradeoff solution space as transformed by alternative solution variables \(B\) as for Equation 4. As expected, all of the constraints in Figure 1(b) are now straight lines.

Independent of the choice or construction of the objective cost function, the shape of the solution space as defined by the inequality constraints in Equation 3 or 4 or Figure 1 provides a great deal of insight. For example, the corners of the solution space defined by the intersection of the constraints provides a set of input error targets which must be
Error improvements are not expected to be independent. Work to reduce one source of error will likely pay benefit for another. For example, investment intended to reduce error in the calculation of aerodynamic drag may also reduce error in the calculation of lift and moment. Likewise, investment in stress analysis may reduce error in mass properties and aeroelasticity calculations. It may be beneficial to consider the optimization problem in terms of sets of related error reductions which are grouped into error reduction programs.

From this program-centric point of view, the solution space of the optimization problem is transformed to the set of investment levels in each program. It is convenient to handle these investment levels as fractions of the fully-funded program cost $f_P$. The total cost and the error reductions due to the programs will need to be expressed as functions of these program fractions. This results in an alternative problem statement $C$ given below as Equation 5.

\[
\begin{align*}
\text{Choose:} & \quad C = (f_P) \\
\text{To minimize:} & \quad \$C = \$C \ (C) \\
\text{Subject to:} & \quad c_{C1} = \sigma_f - \bar{\sigma}_f \leq 0 \\
& \quad c_{A2} = -f_P \leq 0 \\
& \quad c_{A3} = f_P - 1 \leq 0
\end{align*}
\]

In this formulation, bounds constraints are added to ensure that the program fractions remain between zero and one. The system error goals are expressed as inequality constraints as before.

Stating the optimization problem as in Equation 5 results in a problem with some complication to the error goals constraint $c_{C1}$ especially when compared to form $B$. The variable transformation may be viewed as a new set of basis vectors. This complication reduces the transparency of the equations, but does not significantly increase the complexity of the optimization problem.
V. Error Reduction Cost Modeling

The author is unaware of any previous attempts to quantitatively model the cost required to improve the fidelity of an engineering model. Although there is no standard error reduction cost model (ERCM) in the literature, some characteristics which a candidate ERCM should possess may be stated by observation.

The cost to do nothing should be zero. The cost to reduce error should increase monotonically with the error reduction. Error can not be completely eliminated, so the cost to completely eliminate error should be infinite.

When considering possible functional relationships to construct an ERCM, it is important to keep the end user in mind. Any ERCM will need to be tuned to the problem at hand. This includes a representation of the current state of the art and some sense of the difficulty of the problem. An intuitive ERCM which requires less calibration information and which specifies that information in a straightforward manner will be preferred.

An equal cost ERCM as suggested by Equation 6 provides an obviously naive approach; there is no reason to believe that diverse error reductions will come at equal cost. An equal cost model satisfies the zero intercept and monotonic requirements, but does not have the asymptotic behavior desired in the preceding paragraphs. Of course, the bounds constraints of Equation 3 or 4 may be used to prevent obviously incorrect results. An equal cost model does not provide for grouping errors into programs.

\[ $ = \sum \Delta \varsigma_f + \sum \Delta \sigma_x \] (6)

In Equation 6, $ is the total cost and \( \Delta \varsigma_f \) is a vector of improvements to the vector of error sources \( \varsigma_f \). Similarly, \( \Delta \sigma_x \) is a vector of improvements to the vector of input error sources \( \sigma_x \).

The principle attraction to Equation 6 lies in its utter simplicity. The user may apply an equal cost ERCM without specifying any information about the absolute or relative cost of reducing a set of errors. Much of the complexity of the cost-benefit tradeoff of error reduction is due to the relative importance of each error source and the sensitivity of the system level errors as governed by the propagation of error though the complex system (Equation 2). This complexity is expressed in the cost-benefit tradeoff through the system error goal constraints of Equation 3 or 4. For problems where the required error improvements are small, or are dominated by the importance of a particular error source (rather than the relative cost of improvement), an equal cost ERCM may suffice.

A linear ERCM provides a logical progression from the very simple equal cost model. A linear model will allow the user to specify the relative cost of improving each error source. This information will be provided through an error cost slope - cost per improvement. A linear ERCM with cost slopes \( m_f \) and \( m_x \) is included as Equation 7.

\[ $ = \sum m_f \Delta \varsigma_f + \sum m_x \Delta \sigma_x \] (7)

Again, the primary value of a linear ERCM lies in simplicity. This approach incorporates the relative cost of an error improvement as well as the relative importance of each error source to meeting the system error goals. The addition of relative cost information should allow informed decision making in the presence of more subtle tradeoff. Although a linear ERCM is still simple and does not exhibit the desired asymptotic behavior, it is expected to be quite effective when the fidelity improvements required to meet the goals aren’t great.

When dramatic improvements in fidelity are required, thereby pushing the limits of what is possible, a more sophisticated ERCM will likely be required. This situation will likely push the required error improvements into the asymptotic area of investment representing the limits of what is possible. Technology forecasting ‘S-curves’ present one potential approach to such an ERCM.

The ideas represented by these candidate ERCM’s may be simply extended to allow related error reductions to be placed into programs. An equal cost, linear, or nonlinear model may be adopted to model progress within a program. Such a program-based model would of course need to be paired with form C (Equation 5) of the optimization problem.

When combining programs, there are two important aspects to consider. First, the combination of cost; typically simple addition will suffice. Second, the combination of error; simple addition is an obvious model, but some situations may call for more sophisticated models. For example, there may be two competing programs directed at improving a drag estimate; a wind tunnel test and a computational study. If each study aims to reduce the error in the estimate by 5%, do we expect 10% improvement if both programs are fully funded?

Equation 8 represents a simple ERCM capable of representing error improvement programs. Each program has a fully funded cost and a corresponding set of error reductions. Progress within a program is represented by a fractional level of funding for each program; error improvement is reduced by the same fraction. The cost of multiple programs combine through simple addition as does the benefit of multiple programs.

\[ $ = \sum m_f \Delta \varsigma_f + \sum m_x \Delta \sigma_x \] (8)
\$ = \sum \$P f_P \\
\Delta \varsigma f = \sum (\Delta \varsigma f)_P f_P \\
\Delta \sigma x = \sum (\Delta \sigma x)_P f_P \tag{8}

In Equation 8, $\$P$ is a vector of the cost to fully fund a series of programs and $f_P$ is the vector of fractions of completion for the programs. Similarly, $(\Delta \varsigma f)_P$ and $(\Delta \sigma x)_P$ are the vectors of improvement for each error source for a fully funded program.

VI. Intuitive Decision Making Tools

Although the cost-benefit tradeoff of error reduction programs has been stated as an optimization problem, there is no compelling reason to expose the decision maker to the optimizer used to solve the problem. Instead, intuitive interfaces can be developed for the specification of the problem elements – system error goals, base error values, and error reduction programs. Furthermore, intuitive displays such as an investment portfolio pie chart can be developed to report the solution to the problem. In this manner, the decision maker may focus on the decision at hand; not on the mechanism used to provide guidance.

The decision support user interface developed in the author’s previous work was extended in this way to support the cost-benefit tradeoff problem. A snapshot of the user interface during a typical use case is included as Figure 2.

![Figure 2. Decision support user interface.](image)

Fortunately, the optimization problem posed in this work is very inexpensive to solve in the environment provided by the decision support interface. Consequently, the optimization problem is solved automatically ‘behind the scenes’; thereby the shape of the solution space and the optimal investment portfolio will instantly reflect any change in the user inputs.

Although this problem is well suited to a direct constrained optimization technique such as Sequential Quadratic Programming (SQP), the author is unaware of any off-the-shelf SQP routines written in Java. Faced with the task of developing a nonlinear programming solver, a more simple approach was taken.
The optimization problem is solved by a Sequential Unconstrained Minimization Technique (SUMT) which modifies an unconstrained optimizer with a penalty function. After each SUMT iteration converges, the penalty is made more severe and the problem is re-optimized.

The unconstrained optimizer used in this work is a Polak-Ribiere conjugate gradient method developed in previous related work. It uses a cubic line search which employs the Wolfe-Powell conditions to test for convergence. In this work, the unconstrained optimizer was extended to a simple SUMT approach using a quadratic exterior penalty function. Due to the relatively simple mathematical form of the problem, analytical derivatives were used for the objective function and all of the constraint functions.

VII. Example Complex System

To demonstrate and test the cost-benefit analysis method and user interface presented in this research, the example developed in previous work was extended. In that work, this example was used to propagate diverse error sources through a representative complex system. The user interface enabled what-if error reduction scenarios to be explored at the same time as design decisions. A Monte Carlo analysis was also performed to validate the sensitivity technique for error propagation.

The complex system model representing an aircraft was assembled from simple tasks representing the primary disciplines contributing to the design of a transport aircraft. Textbook methods were used to implement each of the tasks. The resulting system is shown in Figure 3.

![Figure 3. Example system DSM](image)

An intuitive metamodeling environment developed in parallel to this effort was used to fit Gaussian process metamodels to the analyses over a range of input variables appropriate for the example problem. The visualization environment relies on the metamodels to provide an inexpensive approximation of the tasks.

VIII. Cost-Benefit Example

The ERCM model specified by Equation 8 requires the specification of base error sources and error improvement programs. The base error sources are set to the same baseline values presented in previous work. The base error values are listed in Table 1.

Four representative error improvement programs were specified for this example. Programs are defined by a fully-funded cost and a set of one or more improvements to error sources. In this example, the programs do not overlap – no two programs improve the same error source; this is not a requirement, but it simplifies the example. The error improvement programs are described in Table 2.
### Table 1. Base error sources

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma C_{L,max}$</td>
<td>5%</td>
</tr>
<tr>
<td>$\varsigma e_{cr}$</td>
<td>5%</td>
</tr>
<tr>
<td>$\varsigma W$</td>
<td>5%</td>
</tr>
<tr>
<td>$\varsigma C_{D,0 , cr}$</td>
<td>5%</td>
</tr>
<tr>
<td>$\sigma SFC$</td>
<td>5%</td>
</tr>
<tr>
<td>$\varsigma C_{D,0 , sl}$</td>
<td>5%</td>
</tr>
<tr>
<td>$\varsigma e_{sl}$</td>
<td>5%</td>
</tr>
<tr>
<td>$\varsigma W_f/W$</td>
<td>5%</td>
</tr>
</tbody>
</table>

### Table 2. Error improvement programs

(a) Cruise aerodynamics

<table>
<thead>
<tr>
<th>Program Cost</th>
<th>Quantity</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$$100,000$</td>
<td>$\varsigma e_{cr}$</td>
<td>-2.5%</td>
</tr>
<tr>
<td></td>
<td>$\varsigma C_{D,0 , cr}$</td>
<td>-3%</td>
</tr>
</tbody>
</table>

(b) Sizing and mission

<table>
<thead>
<tr>
<th>Program Cost</th>
<th>Quantity</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$$50,000$</td>
<td>$\varsigma W$</td>
<td>-2.5%</td>
</tr>
<tr>
<td></td>
<td>$\varsigma W_f/W$</td>
<td>-4%</td>
</tr>
</tbody>
</table>

(c) Low speed aerodynamics

<table>
<thead>
<tr>
<th>Program Cost</th>
<th>Quantity</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$$200,000$</td>
<td>$\sigma C_{L,max}$</td>
<td>-3%</td>
</tr>
<tr>
<td></td>
<td>$\varsigma C_{D,0 , sl}$</td>
<td>-2.5%</td>
</tr>
<tr>
<td></td>
<td>$\varsigma e_{sl}$</td>
<td>-2%</td>
</tr>
</tbody>
</table>

(d) Engine SFC

<table>
<thead>
<tr>
<th>Program Cost</th>
<th>Quantity</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$$20,000$</td>
<td>$\sigma SFC$</td>
<td>-3%</td>
</tr>
</tbody>
</table>
The system propagated error due to these sources is depicted in Figure 4. For these results, the system input variables were set to the baseline settings. Each bar in the graph depicts the total propagated error in each system response. Each component of the bar represents how much of that error was due to each error source. Figure 4(a) corresponds to the baseline error settings; this represents the current state of the art and the maximum value possible for each error source. Alternatively, Figure 4(b) corresponds to the propagated error if all four programs from Table 2 were fully funded; this represents the minimum value possible for each error source. Note that the vertical scale between these figures is not the same.

![Figure 4. System propagated error.](image)

It would cost $370,000 to fully fund all of the proposed programs. The proportions of the investment for a fully funded portfolio are depicted in the pie chart in Figure 5.

The optimization problem statement of the cost-benefit error reduction requires the decision maker to specify some system level propagated error goals. These goals are used as inequality constraints in the optimization problem. The maximum and minimum propagated error values depicted in Figure 4 can provide guidance for selecting reasonable goals. The goals used in this example problem are listed in Table 3.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma W$</td>
<td>4%</td>
</tr>
<tr>
<td>$\sigma S_{TO}$</td>
<td>3%</td>
</tr>
<tr>
<td>$\sigma S_{LDG}$</td>
<td>6%</td>
</tr>
<tr>
<td>$\sigma P_{s,cr}$</td>
<td>30%</td>
</tr>
</tbody>
</table>

When these goals are applied to the optimization problem (with a minimum cost objective), a solution in terms of program fractions and the corresponding investment portfolio is generated. This optimal solution for this baseline problem is presented in Figure 6.

In this sample problem solution, two programs (Engine SFC and Sizing & Mission) were fully funded, Low Speed Aero was partially funded, and Cruise Aero received minimal funding. The total investment required to meet the system
Figure 5. Investment portfolio to fully fund all programs.

Figure 6. Optimal program plan for baseline goals.
fidelity goals was $170,200, considerably less than the fully funded cost of $370,000. Although Low Speed Aero was funded less than 50%, the program’s high cost caused it to represent 56% of the total investment portfolio. Part of the reason that both Sizing & Mission and Engine SFC were fully funded is their relatively low program cost.

The system propagated error corresponding to the optimal program solution is depicted in Figure 7. Inspection of the errors for all of the responses reveals that two of the goals were met exactly (the constraints were active) and the other two were surpassed by a wide margin.

This capability to specify target error levels – and to solve for the investment program required to meet those levels – allows the error propagation problem to be inverted. Specific quantitative guidance can be provided to the decision maker faced with planning a research and development program for a large, complex system. This guidance is recalculated and provided interactively by the decision making interface. The user may quickly explore the changes induced by changing error goals, program costs, program benefits, base error levels, and system level inputs – design variables, mission parameters, technology measures, etc.

IX. Conclusions

The cost-benefit tradeoff of error reduction for a complex system was made explicit and quantitative. A cost-benefit model for error reduction programs was proposed which is capable of representing the combined benefit of a program on multiple error sources. The tradeoff problem was stated as an optimization problem using system propagated error targets as inequality constraints.

A nonlinear constrained optimizer was integrated into an existing computer program for assisting decision making. User interface elements were also added which allowed for the intuitive specification of error reduction programs and system level error goals. This integration was done seamlessly and invisibly; the uninformed user will have no idea that an optimizer is involved in producing the presented solutions.

The results of the optimization problem represent quantitative and impartial guidance for the distribution of limited resources in the development program for a complex system. These results are presented interactively to the user in an intuitive format which is well matched to the problem at hand.

This research has developed a tool which provides an intuitive way for the user to pose a question – and receive a rigorous answer – to a question which had not previously been posed. This question of investment planning for fidelity improvement programs for complex systems has historically been of central importance for the success or failure of
major aerospace projects.
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