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Several products like $\delta^n(x), \delta(x)\Theta(x), \delta^{(m)}(x), X^{-n}, \Theta(x), X^{-n}, \Theta(x), X^{-n}$, etc., are kernels of the corresponding Schwartz distributions, are studied in the framework of the class of the asymptotic functions $F_0$ introduced in a previous paper [11]. In some particular cases many formulae are derived and several examples are presented. The work is of mathematical type but its motivations lie in some problems in quantum theory. It is closely connected with a series of previous works [1-11] and first of all with [11].

Introduction

In ([11], (4.20)) we showed that every Schwartz distribution possesses kernels in the class of the asymptotic functions $F_0$ ([11], (2.1)), i.e. for every $T \in \mathcal{D}'$ there exists $f \in F_0$ such that the infinitesimal equality

$$\langle T, \varphi \rangle \approx \int_{-\infty}^{\infty} f(x) \varphi(x) dx, \quad \varphi \in \mathcal{D},$$

is valid. On the other hand, the class $F_0$ is a ring and, in particular, any two asymptotic functions from $F_0$ can be correctly multiplied. So, we are able to construct products like $\delta^n(x), \delta(x)\Theta(x), X^{-n}, \delta(x), X^{-n}$, etc., where $\delta(x), X^{-n}, \Theta(x)$, etc. are kernels of the corresponding Schwartz distributions.

The purpose of the present paper is to study the properties of the products of the above mentioned type and to offer several examples of them. In particular, a series of formulae of “asymptotic functionals” ([11], (4.1)) determined by the products $\delta^n(x), \delta(x), X^{-n}, \delta(x), X^{-n}$, etc. is derived and their dependence on the choice of the kernels $\delta, \Theta(x), X^{-n}$, etc., is established. Our interest in the products of that kind is connected with some problems in quantum field theory where expressions like $\delta^n(x), \delta(x), X^{-n}, \Theta(x), X^{-n}$, etc. appear in some calculations and cause disadvantages of the mathematical basis of this theory.

The paper is closely connected with the work [11]; we presuppose the knowledge at least of the definitions of the class $F_0$ and some of its properties. We advise the reader as well to have a look at the last two pages of [11] where some useful remarks are given ([11], (4.30), (4.31)). And finally, we would like to note that for the sake of simplicity we are going to choose our examples first of all among the so called “standard asymptotic functions” ([11], (2.28)) since their properties can be more easily investigated.

In this paper the asymptotic functions, respectively the Schwartz distributions, of one variable only are considered but most of the results can be easily generalized to the case of asymptotic functions and distributions of more than one variables.
1. Asymptotic Delta-Functions

Under the term "asymptotic delta-function" or equivalently "asymptotic Dirac's function" we shall understand any kernel of the Dirac's distribution in the sense of ([11], (4.9)), i.e., any asymptotic function $\delta \in F_0$ ([11], (2.1)) for which the infinitesimal equality

\[(1.1) \quad \int_{-\infty}^{\infty} \delta(x)\varphi(x)dx \approx \varphi(0), \quad \varphi \in \mathcal{D}\]

is valid, where $\mathcal{D}$ is the well-known class of test-functions with compact supports used in the Schwartz theory of distributions and the integral in (1.1) is defined in ([11], (2.3)). Recall that the integrals of the asymptotic functions are, in general, asymptotic numbers [1—5]. On the other hand, two asymptotic numbers $a$ and $b$ are called to be "infinitely close" and we write this as $a \approx b$, if $a - b$ is an infinitely small number (infinitesimal) [6]. Besides that we are going to use the same or nearly the same notations for a given distribution and its kernels in $F_0$ as we just did in (1.1). And finally, let us recall once again [11] that a given Schwartz distribution possesses not one but infinitely many kernels in the class of asymptotic functions $F_0$, so, in particular, we have not one but infinitely many asymptotic delta functions in $F_0$.

Here are some examples of asymptotic delta-functions:

(1.2) Example: Let us put

\[(1.3) \quad \Delta(x, \varepsilon) = \frac{1}{\varepsilon} \rho \left(\frac{x}{\varepsilon}\right), \quad x \in \mathcal{D}, \quad \varepsilon \in (0, 1),\]

where $\rho \in \mathcal{D}$ and

\[(1.4) \quad \int_{-\infty}^{\infty} \rho(x)dx = 1.\]

Let $\delta \in F_0$ be the asymptotic function determined by $\Delta$, i.e.

\[(1.5) \quad \delta = [\Delta], \]

where $[\ ]$ is the corresponding equivalence class ([11], (2.1)). Now, it is evident that $\Delta$ is a delta-sequence, i.e.

\[(1.6) \quad \lim_{\varepsilon \to 0} \int_{-\infty}^{\infty} \Delta(x, \varepsilon)\varphi(x)dx = \varphi(0), \quad \varphi \in \mathcal{D}.\]

Hence we obtain (1.1) having in mind ([6], Theorem 30, (i)) and, of course, the definition of the notion of "integral" in $F_0$ ([11], (2.3)).

(1.7) Remark: The above example offers, in fact, a family of kernels of the Dirac's distribution where the function $\rho$ plays the role of a parameter of the family. In other words, the different $\rho$ in example (1.2) gives different asymptotic delta-functions $\delta$; more precisely, we should have written $\Delta \rho$ and $\delta \rho$ instead of $\Delta$ and $\delta$, respectively, but we preferred the latter notations for the sake of convenience.

(1.8) Example: Let the asymptotic function $\delta$ be determined by the well-known delta-sequence

\[(1.9) \quad \Delta(x, \varepsilon) = \frac{1}{\pi} \frac{\varepsilon}{x^2 + \varepsilon^2}, \quad x \in \mathcal{D}, \quad \varepsilon \in (0, 1),\]

where $\varepsilon$ is the well-known class of test-functions with compact supports used in the Schwartz theory of distributions and the integral in (1.1) is defined in ([11], (2.3)). Recall that the integrals of the asymptotic functions are, in general, asymptotic numbers [1—5]. On the other hand, two asymptotic numbers $a$ and $b$ are called to be "infinitely close" and we write this as $a \approx b$, if $a - b$ is an infinitely small number (infinitesimal) [6]. Besides that we are going to use the same or nearly the same notations for a given distribution and its kernels in $F_0$ as we just did in (1.1). And finally, let us recall once again [11] that a given Schwartz distribution possesses not one but infinitely many kernels in the class of asymptotic functions $F_0$, so, in particular, we have not one but infinitely many asymptotic delta functions in $F_0$. Here are some examples of asymptotic delta-functions:

(1.2) Example: Let us put

\[(1.3) \quad \Delta(x, \varepsilon) = \frac{1}{\varepsilon} \rho \left(\frac{x}{\varepsilon}\right), \quad x \in \mathcal{D}, \quad \varepsilon \in (0, 1),\]

where $\rho \in \mathcal{D}$ and

\[(1.4) \quad \int_{-\infty}^{\infty} \rho(x)dx = 1.\]

Let $\delta \in F_0$ be the asymptotic function determined by $\Delta$, i.e.

\[(1.5) \quad \delta = [\Delta], \]

where $[\ ]$ is the corresponding equivalence class ([11], (2.1)). Now, it is evident that $\Delta$ is a delta-sequence, i.e.

\[(1.6) \quad \lim_{\varepsilon \to 0} \int_{-\infty}^{\infty} \Delta(x, \varepsilon)\varphi(x)dx = \varphi(0), \quad \varphi \in \mathcal{D}.\]

Hence we obtain (1.1) having in mind ([6], Theorem 30, (i)) and, of course, the definition of the notion of "integral" in $F_0$ ([11], (2.3)).

(1.7) Remark: The above example offers, in fact, a family of kernels of the Dirac's distribution where the function $\rho$ plays the role of a parameter of the family. In other words, the different $\rho$ in example (1.2) gives different asymptotic delta-functions $\delta$; more precisely, we should have written $\Delta \rho$ and $\delta \rho$ instead of $\Delta$ and $\delta$, respectively, but we preferred the latter notations for the sake of convenience.

(1.8) Example: Let the asymptotic function $\delta$ be determined by the well-known delta-sequence

\[(1.9) \quad \Delta(x, \varepsilon) = \frac{1}{\pi} \frac{\varepsilon}{x^2 + \varepsilon^2}, \quad x \in \mathcal{D}, \quad \varepsilon \in (0, 1),\]
equivalently “asymptotic functions with compact supports”. The integral in (1.1) is defined as the limit of the integrals in (1.9), where 
\[ \delta_a = \Delta_a \] are also kernels of the Dirac’s distribution. Moreover, the different \( \sigma \) determined different kernels \( \delta_a \).

1.13 Remark (Standard asymptotic functions): In (11), (2.28) we introduced the notion of a “standard asymptotic function” which will be important for the rest of the paper. Notice that the asymptotic delta-functions exposed in example (1.2) and this one from example (1.8) are standard asymptotic functions while the asymptotic delta-functions from example (1.10) by \( \sigma \neq 0 \) are not standard.

2. Powers of \( \delta \)

It is well-known that the \( n \)-th power of the Dirac’s distribution does not exist for \( n \geq 2 \) in the Schwartz theory of distributions. But the \( n \)-th power \( \delta^n \) of any kernel \( \delta \) of the Dirac’s distribution exists since, as we mentioned above, the class of the asymptotic functions \( F_0 \) is a ring ([11], (2.19)) and, consequently, every two asymptotic functions can be correctly multiplied. Our purpose in this section is to study the properties of \( \delta^n \) for different choice of the kernels \( \delta \) of the Dirac’s distribution. To this end we are going to use some results of ([11], Section 4) and, in particular, the asymptotic distributions generated by the above mentioned power \( \delta^n \).

2.1 Theorem (The \( n \)-th Power of \( \delta \)): Let \( \delta \in F_0 \) be any standard ([11], (2.28)) kernel of the Dirac’s distribution (i.e. Dirac’s delta-function) for which the integrals

\[
\int_{-\infty}^{\infty} \delta^n(x) x^k \, dx, \quad k = 0, 1, \ldots, n-1,
\]

are convergent (\( n \) is a natural number) and \( \delta^n \) is the \( n \)-power of \( \delta \) ([11], (2.19)). Then the infinitesimal equality

\[
\int_{-\infty}^{\infty} \delta^n(x) \phi(x) \, dx = \sum_{k=0}^{n-1} M_{nk} (-1)^k \phi^{(k)}(0), \quad \phi \in \mathcal{D}
\]

is valid where the coefficients \( M_{nk} \) (which are asymptotic numbers in general) are determined by the formula

\[
M_{nk} = \frac{(-1)^k}{k!} \int_{-\infty}^{\infty} \delta^n(x) x^k \, dx, \quad k = 0, 1, \ldots, n-1.
\]

2.5 Remark: The asymptotic functions presented in example (1.2) and example (1.8) satisfy the assumption of the above theorem in contrast to the asymptotic functions from example (1.10) which do not satisfy it for \( \sigma \neq 0 \), since they do not possess the property to be “standard” ones.
Proof: (i) The assumption for \( \delta \) "to be standard" means that \( \delta \) is the equivalence class determined by some function \( \varphi \in V \) \((\text{[11]}, (1.1))\) of the type

\[
\varphi(x, \varepsilon) = \frac{1}{\varepsilon} \rho\left(\frac{x-x_0}{\varepsilon}\right), \quad x \in \mathbb{R}, \quad \varepsilon \in (0, 1)
\]

for some bounded smooth function \( \rho \), some \( x_0 \in \mathbb{R} \) and some \( m \in \mathbb{Z} \) \((\text{[11]}, (1.19))\).

(ii) The assumption for \( \delta \) "to be a kernel of the Dirac's distributions" implies

\[
\lim_{\varepsilon \to 0} \int_{-\infty}^{\infty} \varphi(x, \varepsilon) \varphi(x) \, dx = \varphi(0), \quad \varphi \in \mathcal{D}
\]

which implies \( m = 1, x_0 = 0 \) and

\[(2.6) \quad \int_{-\infty}^{\infty} \rho(x) \, dx = 1,
\]

i.e. \( \varphi \) is, in fact, of the type

\[(2.7) \quad \varphi(x, \varepsilon) = \frac{1}{\varepsilon} \rho\left(\frac{x}{\varepsilon}\right), \quad x \in \mathbb{R}, \quad \varepsilon \in (0, 1),
\]

for some bounded function \( \rho \in C^\infty \) satisfying (2.6);

(iii) From the assumption "the integrals (2.2) to be convergent" follows the convergence of the integrals

\[
\int_{-\infty}^{\infty} \rho^m(x) X^k \, dx, \quad k = 0, 1, \ldots, n - 1;
\]

(iv) Finally, the formulae (2.3) and (2.4) are obtained as a particular case of \((\text{[11]}, \text{Lemma (2.36)})\). The proof is completed.

(2.8) Remark: (The square of \( \delta \)) We shall especially pay attention to the case \( n = 2 \) for the significance of the square \( \delta^2(x) \) in quantum field theory. In this case condition (2.2) reduces to the convergence of the integrals

\[(2.9) \quad \int_{-\infty}^{\infty} \delta^2(x) X^k \, dx, \quad k = 0, 1,
\]

and the formulae (2.3) and (2.4) go to

\[(2.10) \quad \int_{-\infty}^{\infty} \delta^2(x) \varphi(x) \, dx = M_{20} \varphi(0) - M_{21} \varphi'(0), \quad \varphi \in \mathcal{D},
\]

and

\[(2.11) \quad M_{20} = \int_{-\infty}^{\infty} \delta^2(x) \, dx,
\]

and

\[(2.12) \quad M_{21} = -\int_{-\infty}^{\infty} \delta^2(x) \cdot x \, dx,
\]

respectively.
(2.13) Example: Let $\delta$ be the asymptotic delta-function from example (1.2). Then (2.4) gives

$$M_{nk} = \delta^{k-n+1} \mathcal{P}(-1)^{k} \int_{-\infty}^{\infty} \rho^n(x)X^k \, dx, \quad k=0, 1, \ldots, n-1,$$

so, we see that the calculation of the asymptotic coefficients $M_{nk}$ reduces to the calculation of common Riemann's integrals. Recall [5] that $\delta$ is a (fixed) positive infinitesimal defined by the formula

$$s = \{a \mid a(s) = \varepsilon + \sigma(\varepsilon) = 0, \quad k \in \mathbb{Z}\}.$$

We see as well that all coefficients $M_{nk}$ are either infinitely large numbers or zero excepting $M_{n,n-1}$ which is a usual complex number.

(2.16) Example: Let $\delta$ be the asymptotic delta-function of example (1.8). Then we obtain

$$M_{n,2k} = \delta^{k-n+1} \frac{2}{\pi^2(2k)!} \int_{-\infty}^{\infty} \frac{x^{2k}}{(x^2+1)^n} \, dx, \quad k=0, 1, \ldots, \left[\frac{n-1}{2}\right];$$

(2.17)

$$M_{n,2k+1} = 0, \quad k=0, 1, \ldots, \left[\frac{n-1}{2}\right].$$

In particular, in the case $n=2$ we have

$$\int_{-\infty}^{\infty} \delta^n(x)\varphi(x) \, dx = \frac{1}{2\pi^2} \varphi(0), \quad \varphi \in \mathcal{D}.$$ 

Notice that

$$\int_{-\infty}^{\infty} \delta^n(x) \, dx = \frac{1}{2\pi^2}; \quad \delta(0) = \frac{1}{\pi^2},$$

so, we have in this case

$$\int_{-\infty}^{\infty} \delta^n(x) \, dx = \delta(0)$$

as opposed to the use of some formal expressions in quantum field theory.

(2.21) Remark: A formula which is similar to (2.19) is derived in [15] in the framework of another formalism.

In some particular cases the asymptotic functional in the left side of (2.3) could be calculated exactly in the form of infinite series. (2.22) Theorem: Let $\delta \in \mathcal{F}_0$ be a standard kernel of the Dirac's distribution for which all the integrals

$$\int_{-\infty}^{\infty} \delta^n(x)X^k \, dx, \quad k=0, 1, \ldots,$$

are convergent ($n$ is a natural number). Then we have

$$\int_{-\infty}^{\infty} \delta^n(x)\varphi(x) \, dx = \sum_{k=0}^{\infty} M_{nk}(-1)^{k}\varphi^{(k)}(0), \quad \varphi \in \mathcal{D},$$

(2.24)
where

$$M_{nk}=\frac{(-1)^k}{k!} \int_{-\infty}^{\infty} \delta^n(x)X^k dx, \quad k=0, 1, \ldots$$

and the series in (2.24) is convergent in the interval topology of the system of the asymptotic numbers [6].

(2.26) Remark: Notice that the asymptotic delta-function from example (1.2) satisfies the assumptions of the above theorem.

Proof: Just as in (i) and (ii) of the proof of Theorem (2.1) we conclude that \( \delta \) is determined by function of the type (2.7). The assumption "all integrals (2.23) to be convergent" implies the convergence of the integrals

$$\int_{-\infty}^{\infty} \rho^m(x)X^k dx, \quad k=0, 1, \ldots$$

So, we have the asymptotic expansion

$$\int_{-\infty}^{\infty} \varphi(x, v)\psi(x)dx \sim \sum_{k=0}^{\infty} \int_{-\infty}^{\infty} \rho^m(x)X^k dx \int_{-\infty}^{\infty} c_{nk}(-1)^k \psi^{k}(0),$$

where the complex coefficients \( c_{nk} \) are determined by the formula

$$c_{nk}=\frac{(-1)^k}{k!} \int_{-\infty}^{\infty} \rho^m(x)X^k dx.$$

Corresponding to ([11], Lemma (2.29)), we obtain

$$\int_{-\infty}^{\infty} \delta^n(x)\psi(x)dx = \sum_{k=0}^{\infty} \delta^{k-n+1} c_{nk}(-1)^k \psi^{k}(0), \quad \psi \in L.$$

Notice that the convergence of the above series follows directly from ([6], Theorem 41). On the other hand, we easily establish the connection between \( c_{nk} \) and \( M_{nk} \)

$$M_{nk}=\delta^{k-n+1} c_{nk}$$

and the last formula but one reduces to (2.24). The proof is completed.

3. Asymptotic Heaviside's Functions

Corresponding to the terminology introduced in [11], "asymptotic Heaviside's function" or "asymptotic \( \Theta \)-function" will be called any of the kernels of the Heaviside's distribution, i.e., any \( \Theta \in F_0 \) for which

$$\int_{-\infty}^{\infty} \Theta(x)\phi(x) dx = \int_{0}^{\infty} \phi(x)dx, \quad \phi \in \mathcal{D}$$

holds. Notice that there are many \( \Theta \) for which (3.1) holds and we shall offer some examples of them.

(3.2) Example: Let \( \rho \in \mathcal{D} \) and
... algorithm of the system function from example (1.2)

From example (1.2) we conclude that

and let us put

\[ f(x, \varepsilon) = \int_{-\infty}^{\infty} \rho(y)dy, \quad x \in \mathbb{R}, \quad \varepsilon \in (0, 1). \]

Then the asymptotic function \( \Theta \) determined by \( f \), i.e., \( \Theta = [f] \), offers an example of an asymptotic Heaviside's function; in fact, for the different choice of \( \rho \) we obtain different \( \Theta \) so, we have not one but a family of asymptotic Heaviside's functions. It is easy to verify that the derivative \( \Theta' \) of \( \Theta \) is asymptotic delta-function of the type described in example (1.2).

**Example:** Let us put

\[ \tau(x, \varepsilon) = \begin{cases} \frac{1}{\pi} \arctan(\varepsilon/x), & x < 0, \\ 1/2, & x = 0, \\ 1 - \frac{1}{\pi} \arctan(\varepsilon/x), & x > 0, \quad x \in \mathbb{R}, \quad \varepsilon \in (0, 1) \end{cases} \]

and let \( \Theta \) be the asymptotic function determined by \( \tau \), i.e., \( \Theta = [\tau] \).

Then \( \Theta \) is another (different from (3.2)) example of a kernel of the Heaviside's distribution. The derivative \( \Theta' \) of \( \Theta \) coincides with the asymptotic delta-function of example (1.8).

**Theorem:** If \( \Theta \) is an asymptotic Heaviside's function, then its derivative \( \Theta' \) is an asymptotic delta-function.

**Proof:** The above theorem is a direct corollary of ([11], Theorem (4.14, (iii))).

4. The Product \( \delta(x) \cdot \Theta(x) \)

Recall that the product \( \delta(x) \cdot \Theta(x) \) has no sense in the Schwartz theory of distributions. If \( \delta(x) \) and \( \Theta(x) \), however, are not distributions themselves but corresponding kernels in \( F_0 \) of the delta-function and Heaviside's distributions, respectively, the product \( \delta(x) \cdot \Theta(x) \) is correctly defined and we are able to study its properties. Provided some additional assumptions the following theorem takes place

**Theorem:** (The product \( \delta(x) \cdot \Theta(x) \)): Let \( \delta \) and \( \Theta \) be two standard kernels ([11], (2.28)) from the class \( F_0 \) of the delta-distribution and the Heaviside's distribution, respectively. Then: (i) The infinitesimal equality

\[ \int_{-\infty}^{\infty} \delta(x)\Theta(x)dx = I\varphi(0), \quad \varphi \in \mathfrak{D} \]

is valid where the coefficient \( I \) is a complex number (but not an asymptotic one) determined by the formula

\[ I = \int_{-\infty}^{\infty} \delta(x)\Theta(x)dx; \]
(ii) In the particular case when \( \delta = \Theta' \) the coefficient \( I \) is equal to \( 1/2 \), i.e.

\[
I = \frac{1}{2} \varphi(0), \quad \varphi \in \mathcal{D}.
\]

(4.5) Remark: Notice that \( \delta = \Theta' \) is not valid for every asymptotic delta-function \( \delta \) and for every asymptotic Heaviside's function \( \Theta \) (compare with Theorem (3.8)).

Proof: (i) The assumption for \( \delta \) and \( \Theta \) to be "standard asymptotic functions" leads to the conclusion that \( \delta \) and \( \Theta \) are determined by functions of the type

\[
\Delta(x, \varepsilon) = \frac{1}{\varepsilon} \rho\left(\frac{x}{\varepsilon}\right), \quad x \in \mathbb{R}, \quad \varepsilon \in (0, 1)
\]

and

\[
\tau(x, \varepsilon) = \chi\left(\frac{x}{\varepsilon}\right), \quad x \in \mathbb{R}, \quad \varepsilon \in (0, 1),
\]

respectively, for some bounded smooth functions \( \rho \) and \( \chi \) provided as well condition (2.6) for \( \rho \) (see the (i)-part of the proof of Theorem (2.6)). From this point onward the proof is elementary. Indeed, we can easily calculate

\[
\int_{-\infty}^{\infty} \Delta(x, \varepsilon) \tau(x, \varepsilon) \varphi(x) dx = \int_{-\infty}^{\infty} \rho(y) \chi(y) \varphi(\varepsilon y) dy
\]

\[
= \varphi(0) \int_{-\infty}^{\infty} \rho(y) \chi(y) dy + \int_{-\infty}^{\infty} \rho(y) \chi(y) [\varphi(\varepsilon y) - \varphi(0)] dy.
\]

Notice now that

\[
\int_{-\infty}^{\infty} \rho(y) \chi(y) dy = \int_{-\infty}^{\infty} \delta(x) \varphi(x) dx = I
\]

and

\[
\lim_{\varepsilon \to 0} \int_{-\infty}^{\infty} \rho(y) \chi(y) [\varphi(\varepsilon y) - \varphi(0)] dy = 0
\]

which follows to

\[
\int_{-\infty}^{\infty} \delta(x) \Theta(x) [\varphi(x) - \varphi(0)] dx = 0.
\]

In order to obtain (4.2) we have to apply the definition of "integral" in the class of the asymptotic functions \( F_0 \) ([11], (2.3)). As to the constant \( I \) the formula (4.6) reduces its calculation to the calculation of a usual Riemann's integral of the usual smooth function \( \rho \), \( \chi \in C^\infty \) so, we have \( I = \frac{1}{2} \).

(ii) And finally, \( \delta = \Theta' \) implies \( \rho = \chi' \) and the formula (4.6) gives \( I = 1/2 \).

The proof is completed.

(4.7) Example: Let \( \delta \) and \( \Theta \) be chosen as in example (1.8) and example (3.5), respectively. In this particular case we obtain

\[
I = \int_{-\infty}^{\infty} \delta(x) \Theta(x) dx = \frac{1}{2},
\]
so, the formula (4.4) holds for the above mentioned choice of \( \delta \) and \( \Theta \).

(4.9) Example: Let \( \delta \) be an asymptotic delta-function of the type described in example (1.2) for

\[
\rho(x) = \frac{1}{\sqrt{\pi}} e^{-x^2}, \quad x \in \mathbb{R}.
\]

Let \( \Theta \) be the asymptotic \( \Theta \)-function of example (3.5). Then

\[
I = \int_{-\infty}^{\infty} \delta(x) \Theta(x) \, dx = -\frac{1}{\pi} \int_{-\infty}^{0} e^{-x^2} \arctan(1/x) \, dx
\]

\[
+ \frac{1}{\sqrt{\pi}} \int_{0}^{\infty} e^{-x^2} \left(1 - \frac{1}{\pi} \arctan(1/x)\right) \, dx = 1
\]

and the formula (4.2) reduces to

\[
\int_{-\infty}^{\infty} \delta(x) \Theta(x) \phi(x) \, dx = \phi(0), \quad \phi \in \mathcal{D},
\]

in the particular case under consideration.

5. The Powers of \( x^{-n} \)

Recall that the distribution \( P(X^{-n}) \) (where \( n \) is a natural number) named the principal value of \( x^{-n} \) is defined by means of the following formula:

\[
\langle P(X^{-n}), \varphi \rangle = \lim_{\epsilon \to 0} \frac{1}{2} \int_{-\infty}^{\infty} \left[ \frac{1}{(t+i\epsilon)^n} + \frac{1}{(t-i\epsilon)^n} \right] \varphi(t) \, dt, \quad \varphi \in \mathcal{D}.
\]

Recall, moreover, that if \( m \) is a natural number bigger than 1, then the power

\[
P(x^{-n})^m
\]

has no sense in the conventional theory of distributions. But if \( X^{-n} \in \mathcal{F}_0 \) is any kernel of \( P(x^{-n}) \) (recall that every distribution possesses kernels in the class of the asymptotic functions \( F_0 \) ([11], Theorem (4.20)), then the power \( (X^{-n})^m \) has sense in \( \mathcal{F}_0 \) and we are going to study some of its properties.

(5.2) Theorem: Let \( X^{-n} \in \mathcal{F}_0 \) be a standard kernel of the distribution \( P(X^{-n}) \in \mathcal{D}' \) (5.1) and let \( m \) be a natural number. Then infinitesimal equality

\[
\int_{-\infty}^{\infty} (X^{-n}(t))^m \varphi(t) \, dt = \langle P(x^{-nm}), \varphi \rangle + \sum_{k=0}^{nm-2} M_{n,m,k} (-1)^k \varphi^k(0), \quad \varphi \in \mathcal{D},
\]

is valid where the coefficients \( M_{n,m,k} \) (which are asymptotic numbers in general) are determined by the formula

\[
M_{n,m,k} = (-1)^k \frac{1}{k!} \int_{-\infty}^{\infty} (X^{-n}(t))^k \, dt, \quad k = 0, 1, \ldots, nm-2.
\]

We shall omit the proof of the above theorem since it is very similar to the proofs of the theorems exposed so far.
Corollary: By the assumption of the above theorem the formula

\[
\int_{-\infty}^{\infty} X^{-n}(t)^n \phi(t) dt \approx \sum_{k=0}^{n-2} M_{n,m,k}(-1)^k \phi^{(k)}(0), \quad \phi \in \mathcal{D}
\]

is valid.

Proof: (5.3) implies directly (5.6) having in mind the infinitesimal equality:

\[
\int_{-\infty}^{\infty} X^{-nm}(t) \phi(t) dt \approx \langle P(X^{-nm}), \phi \rangle, \quad \phi \in \mathcal{D}
\]

which holds by assumption.

Example: Let \( r_n \) be the smooth function defined as follows:

\[
r_n(t) = (t^2 + 1)^{-n} \sum_{k=0}^{[n/2]} (-1)^k t^{2k}, \quad t \in \mathbb{R},
\]

and let us put

\[
\nu_n(t, \epsilon) = \epsilon^{-n} r_n \left( \frac{t}{\epsilon} \right), \quad t \in \mathbb{R}, \quad \epsilon \in (0, 1).
\]

Comparing with (5.1) we can verify that

\[
\nu_n(t, \epsilon) \xrightarrow{\epsilon \to 0} P(X^{-n}),
\]

so the asymptotic function defined by

\[
X^{-n}[\nu_n]
\]

is an example of a standard kernel of the distribution \( P(X^{-n}) \).

Example: Let us put \( n=1 \) and \( m=2 \) in (5.3) and (5.4) and let us choose for \( X^{-1} \) the asymptotic function defined in example (5.7) for \( n=1 \). Then, formula (5.4) gives

\[
M_{1,2,0} = \int_{-\infty}^{\infty} [X^{-1}(t)]^2 dt = \frac{\pi}{25}
\]

which is obviously an infinitely large asymptotic number (2.15). So, we have,

\[
\int_{-\infty}^{\infty} [X^{-1}(t)]^n \phi(t) dt \approx \langle P(X^{-2}), \phi \rangle + \frac{\pi}{25} \phi(0), \quad \phi \in \mathcal{D}.
\]

Remark: Having in mind formula (2.20) we can write (5.13) in the following way:

\[
\int_{-\infty}^{\infty} [X^{-1}(t)]^n \phi(t) dt \approx \langle P(X^{-2}), \phi \rangle + \pi^2 \int_{-\infty}^{\infty} \delta^2(t) \phi(t) dt, \quad \phi \in \mathcal{D},
\]

where, let us recall once again, \( \delta \) and \( X^{-1} \) are the asymptotic functions defined in example (1.8) and example (5.7), respectively, being some specially chosen kernels of the Dirac's distribution and \( \Theta \)-distribution, respectively. In fact, it is easy to verify that we have
(5.16) \((X^{-1})^a = X^{-2} + \pi^2 \delta^2\)

which implies, of course, the strict (but not infinitesimal) equality

(5.17) \[ \int_{-\infty}^{\infty} [X^{-1}(t)]^a \varphi(t) \, dt = \int_{-\infty}^{\infty} X^{-2}(t) \varphi(t) \, dt + \pi^2 \int_{-\infty}^{\infty} \delta(t) \varphi(t) \, dt, \quad \varphi \in \mathcal{D}. \]

(5.18) Remark: Formula (5.16) is very similar to the formula

\[ [P(X^{-1})]^a = P(X^{-2}) + \pi^2 \delta^2(x) \]

derived in the framework of the Mikusinski's sequential approach to the theory of distributions ([14], p. 286).

6. The Product \(\delta^{(m)}(x), X^{-n}\)

(6.1) Theorem: Let \(\delta\) and \(X^{-n}\) be two standard kernels of the Dirac's distribution and distribution \(P(X^{-n})\) (5.1), respectively, and let \(m\) be a non-negative integer. Then the infinitesimal equality

(6.2) \[
\int_{-\infty}^{\infty} \delta^{(m)}(t)X^{-n}(t) \varphi(t) \, dt = \sum_{k=0}^{m+n} d_{m,n,k} (-1)^k \varphi^{(k)}(0), \quad \varphi \in \mathcal{D}
\]

is valid where the coefficients \(d_{m,n,k}\) (which are asymptotic numbers in general) are determined by the formula

(6.3) \[ d_{m,n,k} = \frac{(-1)^k}{k!} \int_{-\infty}^{\infty} \delta^{(m)}(t)X^{-n}(t)t^k \, dt, \quad k = 0, 1, \ldots, m+n. \]

The proof is very similar to the proofs of the previous theorems and we shall omit it.

(6.4) Example: We shall calculate the coefficients \(d_{m,n,k}\) (6.3) for the asymptotic delta-function \(\delta\) defined in example (1.8) and for the asymptotic function \(X^{-n}\) defined in example (5.7). In this case we have \(m+n\) even.

(6.5) \[ d_{m,n,k} = \frac{(-1)^k}{k!} \int_{-\infty}^{\infty} \delta^{(m)}(t)X^{-n}(t)t^k \, dt, \quad k = 0, 1, \ldots, m+n. \]

where

(6.6) \[ \varphi(t) = \frac{1}{\pi} \frac{1}{1+x^2}, \quad x \in \mathbb{R}, \]

and \(r_n\) is defined by (5.8). So, the calculation of \(d_{m,n,k}\) is reduced to the calculation of some common Riemann's integrals. We obtain easily

(6.7) \[ d_{m,n,k} = 0 \] when \(m+n\) and \(k\) are both odd or even which implies

(6.8) \[ \int_{-\infty}^{\infty} \delta^{(m)}(t)X^{-n}(t) \varphi(t) \, dt = \sum_{k=0}^{[m+n/2]} d_{m,n,m+n-2k} (-1)^{m+n-2k} \varphi^{(m+n-2k)}(0), \quad \varphi \in \mathcal{D}. \]

Notice that a formula similar to (6.8) is obtained in [12] in the framework of another formalism.
Here are some particular cases of (6.8):

(i) The case $m=n-1$:

\[ d_{n-1,n,k} = 0, \quad k = 0, 1, \ldots, 2n-2 \]

and

\[ d_{n-1,n,2n-1} = \frac{(-1)^{(n-1)!}}{2(2n-1)!} \]

and (6.8) reduces to

\[ \int_{-\infty}^{\infty} \delta^{(n-1)}(t) X^{-n}(t) \psi(t) \, dt \approx \frac{(-1)^{(n-1)!}}{2(2n-1)!} \phi^{(2n-1)}(0), \quad \psi \in \mathcal{D}. \]

Notice that formula (6.9) is very similar to a formula obtained by B. Fischer [13] in the framework of the theory of distributions.

(ii) The case $m=0, n=2$:

\[ \int_{-\infty}^{\infty} \delta(t) X^{-2}(t) \psi(t) \, dt \approx -\frac{1}{4\eta^2} \psi(0) + \frac{1}{8} \psi''(0), \quad \psi \in \mathcal{D}; \]

(iii) The case $m=n=1$:

\[ \int_{-\infty}^{\infty} \delta'(t) X^{-1}(t) \psi(t) \, dt \approx -\frac{1}{4\eta^2} \psi(0) - \frac{3}{8} \psi'(0), \quad \psi \in \mathcal{D}, \]

e etc.

7. The Product $\Theta(x) X^{-n}$

Recall that the product $\Theta(x) P(X^{-n})$, where $\Theta$ is the Heaviside's distribution and $P(X^{-n})$ is the principal value of $X^{-n}$ (5.1) has no sense in the conventional theory of distributions. On the other hand, it is known [15] that this product has a significance in quantum field theory. So, our purpose here will be to study some properties of this product in cases when $\Theta$ and $P(X^{-n})$ are replaced by their kernels in the class of the asymptotic functions $F_0$.

(7.1) Theorem (The product $\Theta(x) X^{-n}$): Let $\Theta, X^{-n} \in F_0$ be two standard kernels of the Heaviside's distribution (Heaviside's function) and $P(X^{-n})$-distribution (5.1), respectively ($n$ is a natural number). Then the following infinitesimal equality

\[ \int_{-\infty}^{\infty} \Theta(t) X^{-n}(t) \psi(t) \, dt - \sum_{k=0}^{n-2} M_{nk} (-1)^k \phi^{(k)}(0) \]

\[ = \left\{ \begin{array}{ll}
(P_+(X^{-n}), \varphi), & \varphi^{(n-1)}(0) = 0, \\
0^{-1} & \varphi^{(n-1)}(0) \neq 0, \quad \varphi \in \mathcal{D}
\end{array} \right. \]

is valid where the coefficients $M_{nk}$ (which are asymptotic numbers in general) are determined by the formula

\[ M_{nk} = \frac{(-1)^{k-1}}{k!} \int_{-\infty}^{\infty} \Theta(t) X^{-n}(t) t^k \, dt, \quad k = 0, 1, \ldots, n-2. \]
and the distribution $P_+(X-n) \in \mathcal{D}'$ is defined as follows:

$$
(P_+(X-n), \varphi) = \lim_{\epsilon \to 0} \int_{-\infty}^{\infty} \left[ w_n(t+i\epsilon) - w_n(t-i\epsilon) \right] \varphi(t) \, dt,
\varphi \in \mathcal{D},
$$

for

$$
\omega_\alpha(z) = \frac{-1}{\pi} \ln \frac{z}{z^2 + 1}, \quad z \in \mathcal{C} \setminus \mathcal{R}.
$$

(7.4) \quad \epsilon(t) \quad \epsilon \quad \epsilon

(7.5) \quad \epsilon(t) \quad \epsilon \quad \epsilon

(7.6) \quad \epsilon(t) \quad \epsilon \quad \epsilon

Remark: Recall ([5], Definition 5, (v)) that $0^{-1}$ is an infinitely large asymptotic number defined by the formula

$$
0^{-1} = \{ \alpha \mid \alpha : (0, 1) \to C, \lim_{\epsilon \to 0} \epsilon(\epsilon) = 0 \}.
$$

We shall omit the proof of the above theorem because it is very similar to the proofs of Theorem (2.1) and Theorem (4.1).

(7.8) Definition (The asymptotic function $X_+^{-n}$): The asymptotic function $X_+^{-n} \in F_0$ will be defined as an equivalence class determined by the function

$$
\nu_+^{(x, \epsilon)}(x, \epsilon) = \omega_n(x+i\epsilon) - \omega_n(x-i\epsilon), \quad x \in \mathcal{R}, \quad \epsilon \in (0, 1),
$$

where $\omega$ is defined by (7.5). In other words, we have

$$
X_+^{-n} = [\nu_+^{(x, \epsilon)}].
$$

Having in mind (7.4) we conclude that $X_+^{-n}$ is a kernel of the distribution $P_+(X-n)$, i.e.

$$
\int_{-\infty}^{\infty} X_+^{-n}(t) \varphi(t) \, dt = (P_+(X-n), \varphi), \quad \varphi \in \mathcal{D}.
$$

(7.11)

(7.12) Corollary: By the assumption of Theorem (7.1) the following infinitesimal equality is valid:

$$
\int_{-\infty}^{\infty} \Theta(t) X_+^{-n}(t) \varphi(t) \, dt = \int_{-\infty}^{\infty} X_+^{-n}(t) \varphi(t) \, dt + \sum_{k=0}^{n-2} M_{nk}(-1)^k \varphi^{(k)}(0), \quad \varphi \in \mathcal{D},
$$

where $M_{nk}$ are determined by formula (7.3).

Proof: Formula (7.13) follows directly from (7.2) and (7.11).

8. Some Concluding Remarks

1. The reader has probably noted that most of the results presented in this paper are obtained by the assumption that the asymptotic functions under consideration are "standard" ones, i.e. they are a very particular kind of asymptotic functions from the class $F_0$ described in ([11], (2.28)). This assumption is an essential one; many of the theorems presented so far fail to be true if the corresponding asymptotic functions are not standard. Here is an example:

(8.1) Example: Let $\delta$ be the asymptotic delta function defined in example (1.2) and let $\delta^*=\delta$ be the asymptotic function defined by the equivalence class

$$
\delta^* = [\delta^*],
$$

and...
where

\[ A^*(x, \varepsilon) = \frac{1}{\varepsilon} \rho \left( \frac{x}{\varepsilon} \right) + \frac{1}{\varepsilon^2} \rho' \left( \frac{x}{\varepsilon} \right), \quad \varepsilon \in (0, 1), \]

and \( \rho \) is the smooth function taken from example (1.2). It is easy to verify that \( \delta^* \) is another (different from \( \delta \) ) kernel of the Dirac's distribution, i.e.

\[ \int_{-\infty}^{\infty} \delta^*(x) \varphi(x) \, dx \approx \int_{-\infty}^{\infty} \delta(x) \varphi(x) \, dx \approx \varphi(0), \quad \varphi \in \mathscr{D}. \]

On the other hand, function (8.3) is not obviously of the type \([11], (1.20)\), which means that \( \delta^* \) is not a standard asymptotic function in contrast to \( \delta \) which is a standard one. It is not difficult to verify as well that formula (2.10) is not true for \( \delta^* \), i.e. for every two asymptotic numbers \( M_{20} \) and \( M_{21} \) there exists \( \varphi \in \mathscr{D} \) for which the difference

\[ \int_{-\infty}^{\infty} [\delta^*(x)]^2 \varphi(x) \, dx - \{M_{20} \varphi(0) - M_{21} \varphi'(0)\} \]

is not an infinitesimal number. The reader could invent himself many other examples of asymptotic functions which are not standard and for which the theorems presented so far fail to be true.

2. The following question arises: Why do we not restrict ourselves to the class of all standard asymptotic functions only but work in the whole class \( F_0 \)? It is a pity but this turns out to be impossible because the class of all standard asymptotic functions is not closed with respect to the operation of addition (although it is closed with respect to multiplication). For example, if \( \delta \) and \( X^{-n} \) are the asymptotic functions defined in example (1.8) and example (5.7) respectively, then \( \delta \cdot X^{-n} \) is standard, indeed, but \( \delta + X^{-n} \) is not standard asymptotic function although both \( \delta \) and \( X^{-n} \) are standard. That is why we are not able to separate the standard asymptotic functions in a separate class and must continue to work in the framework of the whole class \( F_0 \);

3. We shall draw attention once again to the focal points of this work:
   (i) Every Schwartz distribution \( T \in \mathscr{D}' \) possesses kernels \( f \) in the class of the asymptotic functions \( F_0 \) ([11], Theorem (4.20));
   (ii) \( F_0 \) is a ring, i.e. every two asymptotic functions can be correctly added and multiplied. In particular, the products like \( \delta(x), \delta(x), \theta(x), \delta(x), X^{-n}, \theta(x), X^{-n}, \) etc. have sense in \( F_0 \) for every choice of the kernels \( \delta, \theta, X^{-n} \) of the corresponding Schwartz distributions;
   (iii) When, in particular, these kernels are standard asymptotic functions, their products are studied in a greater detail and several formulae like (2.3), (4.2), (5.3), (6.2) or (7.1) are derived. These formulae answer, in particular, to the question, how the properties of these products depend on the choice of the asymptotic functions taking part in them, being at the same time kernels of the same (fixed) Schwartz distributions;

4. Although the present paper does not offer any applications to physics its motivations lie in some problems of quantum field theory. Recall that the basic objects in that theory — the so-called "quantum fields" — are operators whose matrix elements are Schwartz distributions [16]. Nearly in this way the distributions are involved in quantum field theory. On the other hand, for some reasons (which are difficult to explain here), products of the above mentioned type: \( \delta^*(x), \theta(x), X^{-n}, \theta(x), X^{-n}, \) etc. having no sense
It is easy to verify the Dirac’s distribution, i.e.,
\[ x \ast \phi(0), \quad \phi \in \mathcal{D}. \]

As of the type ([11], (1.20)), a linear function in contrast to a
differentiation as well that formula (2.10) gives itself many other exam-
and for which the theorem not restrict ourselves to the
but work in the whole class
able because the class of all
respect to the operation of
expression. For example, if
example (1.8) and example
d, but \( \delta + X^{-a} \) is not standard
standard. That is why we
functions in a separate class
the focal points of this work:
theses kernels \( f \) in the class of
other standard asymptotic functions,
and several formulae like (2.3),
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in the conventional theory of distributions appear at a certain stage of quan-
tum theory and cause great complications in its mathematical apparatus [15].
The author of the present paper hopes that the results offered here could turn out
to be useful for simplifying the solution to some problems of quantum
theory connecting its physical consequences more closely with its mathema-
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