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The numerical simulation of the flow around a 65° delta wing configuration with rounded leading edges is presented. For the numerical simulation the Cobalt Code uses a cell-centered unstructured hybrid mesh approach. Several numerical results are presented for the steady RANS equations as well as for DES and DDES hybrid approaches. The simulations are done as part of the NATO RTO/AVT 113 working group focusing on experimental and numerical research on delta wing configurations with rounded leading edges. Within this paper the focus is related to the dual primary vortex flow topology, especially the sensitivity of the flow to angle of attack and Reynolds number effects. Reasonable results are obtained with both steady RANS and SA-DDES simulations. The results are compared and verified by experimental data, including surface pressure and pressure sensitive paint results. The impact of transition is assessed, and recommendations for improving future simulations are made.

Nomenclature

\[ a = \text{Speed of sound} \]
\[ b = \text{Local span} \]
\[ c_{\text{MAC}} = \text{Mean aerodynamic chord}, \equiv \frac{2}{3} \cdot c_{\text{ref}} \]
\[ c_{\text{ref}} = \text{Reference length of the model (root chord of the model)} \]
\[ c_p = \text{Pressure coefficient}, \equiv \frac{p - p^\infty}{\sigma} \]
\[ p = \text{Static pressure} \]
\[ q = \text{Dynamic pressure}, \equiv \rho \cdot V^2 / 2 \]
\[ M = \text{Mach number}, \equiv \frac{V}{a} \]
\[ Re = \text{Reynolds number}, \equiv \frac{V_x \cdot c_{\text{MAC}}}{\nu} \]
\[ s = \text{Local semi span}, \equiv \frac{b}{2} \]
\[ V = \text{Velocity} \]
\[ x = \text{Chordwise position on the model} \ (x = 0 \text{ at the apex}) \]
\[ y = \text{Spanwise position on the model} \ (y = 0 \text{ at the centerline}) \]
\[ \alpha = \text{Angle of attack} \]
\[ \nu = \text{Kinematic viscosity} \]
\[ \infty = \text{Freestream conditions} \]
\[ \text{PSI} = \text{Measurements using pressure sensors} \]

I. Introduction

The flow field around delta wing configurations with sharp leading edges is well known, as are approaches to simulating the flow using high fidelity numerical methods. Within the last years several experimental and numerical investigations have been published focusing on the flow topology, Reynolds and Mach number effects, as well as on transition behavior of the vortex dominated flow field around sharp leading-edge delta wings. This is described in detail within publications from the US/European Vortex Flow Experiment 1.1-5 The flow around a sharp leading-edge delta wing is characterized by primary vortices initially separating directly at the apex, even at fairly low angles of attack. The shear layer rolls up to form a pair of primary vortices over the wing, with the shear layer formed along the leading edge continuously feeding the vortex down the length of the wing. The secondary vortices
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occur due to the interaction of the flow induced by the primary vortex interacting with the boundary layer on the upper wing surface, as seen in Fig. 1. The strength and position of the primary and secondary vortices are mainly influenced by the freestream velocity, angle of attack, as well as on the sweep angle of the delta wing. The vortex flow under turbulent flow conditions is fairly independent of the Reynolds number for sharp leading-edge delta wings, whereas under laminar flow conditions the Reynolds number effects the position and strength of the vortices as well as the vortex topology over the wing.

However, the flow around delta wing configurations with rounded leading edges is still not entirely understood. Therefore the Second International Vortex Flow Experiment – VFE 2 – was established focusing on the flow around delta wing configurations with rounded leading edges. Several experimental data sets were provided and generated within the NATO RTO/AVT 113 working group for a 65° swept delta wing with sharp and various blunt/rounded leading edges. The rounded leading edge shapes include low, medium, and high leading edge radii. The experimental data base is used to expand the knowledge about the flow topology and flow physics and to verify and validate computational codes. This paper focuses on the flow topology around the VFE-2 delta wing with medium rounded leading edges at different Reynolds numbers and angles of attack using various turbulence models, especially RANS and hybrid models such as DES and DDES. The overall goal is to understand more fully the flow topology for these non-sharp leading-edge delta wings.

Previous numerical studies on these delta wings have been limited, with Londenberg showing results for the sharp leading-edge delta wing under transonic conditions and Chiba and Obayashi performing calculations of the dual primary vortices that form on the medium radius leading-edge. The topology of the dual primary vortices are especially interesting, and form the basis for the majority of papers in two special sessions at the 46th AIAA Aerospace Sciences Meeting and Exhibit.

II. Numerical Approach

A. CFD Solver Cobalt

In this section a brief description of the numerical method is provided. Full details of the computational scheme are presented by Strang et al. Solutions for all configurations were computed with the commercial version of Cobalt developed by Cobalt Solutions, LLC. Cobalt solves the unsteady, three-dimensional, compressible Navier-Stokes equations on a hybrid unstructured grid. The code has several choices of turbulence models, including Spalart Allmaras (SA), Spalart Allmaras with Rotation Corrections (SARC), and Menter’s Shear Stress Transport (SST) RANS, as well as Detached-Eddy Simulation (DES) and Delayed Detached-Eddy Simulation (DDES) versions of SA, SARC, and SST. All simulations were computed on unstructured meshes with prisms in the boundary layer and tetrahedra elsewhere. The computational meshes were generated with the grid generator Centaur from Centaur-Soft.

B. Turbulence models

For simulation of turbulent flows, the governing equations are suitably averaged, yielding turbulent stresses that require a turbulence model. A Boussinesq approximation is invoked in the momentum equations and the turbulent eddy viscosity (μt) is used to relate the stresses to the strain rate. The turbulent heat flux is also modeled using a gradient-transport hypothesis, requiring specification of a turbulent thermal conductivity (κt). The Reynolds analogy is applied and the turbulent heat flux is modeled using a constant turbulent Prandtl number of 0.9. Using turbulent eddy viscosity and turbulent conductivity, the variable, μt, is replaced by (μ + μt) and κ is replaced by (κ + κt) in the governing equations.

Spalart-Allmaras Turbulence Model (SA)

The Spalart-Allmaras one equation model (SA) solves a single partial differential equation for a working variable \( \bar{\nu} \) which is related to the turbulent viscosity. The differential equation is derived by “using empiricism and arguments of dimensional analysis, Galilean invariance and selected dependence on the molecular viscosity.” The model includes a wall destruction term that reduces the turbulent viscosity in the laminar sublayer. The model takes the form,

\[
\frac{D \bar{\nu}}{Dt} = c_{b1} S \bar{\nu} - c_{w1} f \left[ \frac{\bar{\nu}}{d} \right]^2 + \frac{1}{\sigma} \left[ \nabla \cdot \left( (\nu + \bar{\nu}) \nabla \bar{\nu} \right) \right] + c_{b2} \left( \nabla \bar{\nu} \right)^2
\]
The turbulent kinematic viscosity is obtained from,

\[ \nu_t = \frac{\mu_t}{\rho} ; \quad f_{v1} = \frac{\chi^3}{\chi^3 + c_{v1}} ; \quad \chi = \frac{\bar{v}}{v} \]

where \( S \) is the magnitude of the vorticity given by

\[ S = |\omega| = |\nabla \times (u\hat{i} + v\hat{j} + w\hat{k})| \]

and the modified vorticity is,

\[ \tilde{S} = S + \frac{\bar{v}}{\kappa^2 d^2} f_{v2} ; \quad f_{v2} = 1 + \frac{\chi}{1 + \chi f_{v1}} \]

where \( d \) is the distance to the closest wall. The wall destruction function \( f_w \) is,

\[ f_w = g \left[ \frac{1 + c_{w3}^6}{g^6 + c_{w3}^6} \right]^{1/6} \]

and

\[ g = r + c_{w2} \left( r^6 - r \right) ; \quad r \equiv \frac{\bar{v}}{S \kappa^2 d^2} \]

The turbulent viscosity is obtained from the turbulent kinematic viscosity by \( \mu_t = \rho \nu_t \). The model coefficients are given in Table 1.

<table>
<thead>
<tr>
<th>( c_{b1} )</th>
<th>( c_{b2} )</th>
<th>( c_{v1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1355</td>
<td>0.622</td>
<td>7.1</td>
</tr>
</tbody>
</table>

\[ \kappa = 0.41 \quad \sigma = 2/3 \]

\[ c_{w1} = c_{b1} / \kappa^2 \]

\[ c_{w2} = 0.3 \quad c_{w3} = 2 \]

Table 1. Spalart-Allmaras turbulence model coefficients.

**Spalart-Allmaras Turbulence Model with Rotation Correction (SARC)**

The turbulence model correction for rotating flows is based on concepts first proposed by Spalart and Shur\textsuperscript{15} as well as Knight and Saffman.\textsuperscript{16} The approach is, “based on tracking the direction of the principal axes of the strain tensor and, thus, is both Galilean invariant and usable in a simple model.”\textsuperscript{17} The only difference between SARC and SA is that in the SARC model the production term in the eddy viscosity transport equation is multiplied by the rotation factor \( f_{r1} \):

\[ f_{r1}(r^*, \tau) = \left( 1 + c_{r1} \right) \frac{2r^*}{1 + r^*} \left[ 1 - c_{r3} \tan^{-1}(c_{r2} r^*) \right] - c_{r1} \]

If the variables and their derivatives are defined with respect to the rotating reference frame (rotating at rate \( \Omega \)), the non-dimensional quantities \( r^* \) and \( \bar{r} \) are given by:

\[ r^* = S / \omega \]

\[ \bar{r} = 2\omega_{ik} S_{jk} \left( \frac{DS_{ij}}{Dt} \right) \left( \epsilon_{imu} S_{ln} \right) \Omega_{nu} / D^4 \]
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where

\[
S_{ij} = 0.5 \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)
\]

\[
\omega_{ij} = 0.5 \left[ \left( \frac{\partial u_i}{\partial x_j} - \frac{\partial u_j}{\partial x_i} \right) + 2 \varepsilon_{mji} \Omega_m \right]
\]

and the constants are \( c_{r1} = 1.0 \), \( c_{r2} = 12 \), and \( c_{r3} = 1.0 \) (see Ref. 17 for details).

**Detached-Eddy Simulation (DES)**

The Detached-Eddy Simulation (DES) method was proposed by Spalart et al.\(^{18}\) and was originally based on the Spalart-Allmaras one-equation RANS turbulence model (detailed above) with a more detailed presentation in Ref. 14. The wall destruction term presented above is proportional to \( \left( \frac{\nu}{d} \right)^2 \), where \( d \) is the distance to the wall. When this term is balanced with the production term, the eddy viscosity becomes proportional to \( \tilde{S}d^2 \), where \( \tilde{S} \) is the local strain rate. The Smagorinski Large-Eddy Simulation (LES) model varies its sub-grid scale (SGS) turbulent viscosity with the local strain rate, and the grid spacing: \( \nu_{SGS} \propto \tilde{S} \Delta^2 \), where \( \Delta = \max(\Delta_x, \Delta_y, \Delta_z) \). If \( d \) is replaced with \( \Delta \) in the wall destruction term, the SA model will act as a Smagorinski LES model.

To exhibit both RANS and LES behavior, \( d \) in the SA model is replaced by

\[
\tilde{d} = \min(d, c_{DES} \Delta)
\]

When \( d \ll \Delta \), the model acts in a RANS mode and when \( d \gg \Delta \) the model acts in a Smagorinski LES mode. Therefore the model switches into LES mode when the grid is locally refined.

DES was implemented in an unstructured grid method by Forsythe et al.\(^{19}\) They determined that the DES constant should be \( c_{DES} = 0.65 \), consistent with the structured grid implementation of Spalart et al.\(^{18}\) when the grid spacing, \( \Delta \), was taken to be the longest distance between the cell center and all of the neighboring cell centers.

**Delayed Detached-Eddy Simulation (DDES)**

Delayed Detached-Eddy Simulation (DDES)\(^{20}\) corrects one of the problems exhibited by DES, namely that the switch between the RANS turbulence model and LES was controlled by the grid spacing. While correct grid spacing could solve this problem for many flows,\(^{21}\) in cases where the separation is quite shallow (such as a separation bubble over an airfoil), the model often switched in a non-physical manner. To correct this problem, DDES has a switch based on the location of the outer edge of the boundary layer, so that RANS is used within the boundary layer and LES is used outside of the boundary layer. Early results using DDES have shown that the model works very well for flows that are massively or shallowly separated.

**III. Experimental Data**

For the verification and validation of the numerical simulations, various wind-tunnel data have been provided by NASA within the RTO/AVT 113 working group.\(^{22}\) Additionally several wind tunnel experiments were done with a 2/3-scaled wind tunnel model loaned by NASA to DLR.\(^{23}\) These wind tunnel experiments consist of pressure distribution measurements using pressure taps and Pressure Sensitive Paint (PSP),\(^{24}\) as well as measurements of the flow field via Particle Image Velocimetry (PIV).\(^{25}\) Figure 2 shows the NASA wind tunnel model in the National Transonic Facility wind tunnel at NASA Langley Research Center. With this model a variety of tests focusing on Reynolds number and Mach number effects were completed. The Reynolds number range is from 6·10^6 to 120·10^6 at a Mach number of 0.85, and across a Mach number range of 0.4 to 0.9 at Reynolds numbers of 6·10^6, 60·10^6 and 120·10^6. Normal-force and pitching-moment coefficient plots for these Reynolds number and Mach number ranges are also available. These NASA data were given to the working group for code validation from the beginning of the project.\(^{26}\) Specifically for the purposes of the AVT-131 working group, DLR measurements with the 2/3-scaled NASA Low-Turbulence Pressure Tunnel (LTPT) model were obtained. Several test campaigns delivered surface pressure data and flow field data for increasing knowledge of the behavior of the rounded leading-edge delta wing...
configuration. Furthermore, the data were given to the working group for computer code validation. Figure 3 shows the pressure distribution over the delta wing measured with PSP, Fig. 4 shows the setup in the Transonic Wind Tunnel in Göttingen to provide the PIV measurements, and Fig. 5 shows an example of a PIV flow field measurement.

IV. Numerical Results and Discussion

A. Rounded Leading Edge Flow Field

From the experimental results for the medium rounded leading edge it can be observed that the flow topology over the delta wing is completely different when compared to the flow around the sharp leading-edge configuration. Comparing the flow topology for the sharp leading edge depicted in Fig. 1, the round leading edge generates two primary vortices rotating in the same direction on the upper wing surface (a weaker inner vortex which is apparently generated first and a stronger outer vortex). The location, strength, and starting point on the upper wing surface vary with Mach number, Reynolds number, and angle of attack. In general, however, the same basic flow topology occurs for all flow conditions. In the following section the numerical capabilities for simulating the flow around the medium rounded leading-edge delta wing will be discussed. Furthermore, the flow physics leading to the described specific flow topology will be discussed and analyzed by use of the computational simulations.

B. RANS Simulation

In the following section the Reynolds-Averaged Navier-Stokes (RANS) simulation results will be presented. The simulations were done on an IBM P690 system at the Arctic Region Computer Center (ARSC). For the calculations 256 processors were used in parallel. Figures 6 and 7 show the computational unstructured grid. Figure 6 shows the grid resolution on the surface especially in the vicinity of the rounded leading edge. A slice through the mesh at a position \( x = \text{constant} \) shows the 15 prismatic layers resolving the flow in the boundary layer as well as the field distribution in the spanwise direction. To resolve the flow field on the wing the mesh is pre-refined with a field source in the area where the vortex flow is assumed. The overall grid contains approximately \( 26 \times 10^6 \) cells or \( 6 \times 10^6 \) grid points. Figure 7 shows the grid distribution at five \( x = \text{const.} \) cut planes to show the refinement over the chord of the delta wing. Based on our experience this level of grid density is sufficient for accurate prediction of delta wing flows using other RANS or hybrid turbulence models.

In Figs. 8 and 9 the pressure distributions over the upper wing surface at an angle of attack of 13.3° for two different Reynolds numbers (2\( \times 10^6 \) and 3\( \times 10^6 \)) are depicted. On the right side the PSP wind tunnel measurements are shown, and on the left side the CFD simulations using the Spalart-Allmaras turbulence model are shown. For both cases the overall flow topology is given correctly by the CFD calculation. The footprint of the inner and outer vortex is predicted by the simulation. One major difference is seen regarding the outer vortex at \( \text{Re}_{\text{MAC}} = 2 \times 10^6 \). The strength of the outer vortex is predicted too weak by the CFD simulation and too far upstream. For the case of \( \text{Re}_{\text{MAC}} = 3 \times 10^6 \) the outer vortex also occurs too far upstream, which causes the inner vortex to occur too far outboard. Furthermore, it can be observed that by enhancing the Reynolds number the outer vortex occurs further downstream and the vortex is stronger, causing a higher suction peak on the surface; the inner vortex is getting stronger as well. The same Reynolds number effect can be observed by enhancing the Reynolds number to 4.5\( \times 10^6 \) as depicted in Fig. 10. The outer vortex is generated further downstream and the effect of the inner vortex on the surface pressure distribution is far more downstream towards the trailing edge.

The discussion to this point has focused on the quality of the CFD results; we will now take a look at the results quantitatively. In Figs. 11 and 12 the related PSI pressure tap distributions at five \( x = \text{constant} \) positions are depicted. On the left side the experimental PSI pressure tap data are shown, and on the right side the CFD simulations are shown. It is seen that besides the correct representation of the flow topology by the CFD simulation there are some differences in the pressure levels. In Fig. 11 for the Reynolds number of 2\( \times 10^6 \) it can be observed that the flow is initially attached around the leading edge and over the span at 20% chord length. The suction peak directly at the leading edge is predicted too high by the CFD simulation (note, however, that the experimental data points are fairly widely spaced compared with the CFD cell size). The suction peak of the outer vortex at 40% and 60% chord length is represented too weak by the simulation as mentioned previously. The distribution at the other positions at 80% and 95% are predicted a bit too strong. The spanwise position of the outer vortex is given correctly by the CFD simulation. The strength of the suction peak of the inner vortex at 40% chord length is represented quite well by the
simulation but too far outboard. The position and strength of the inner vortex depends on the position of its origin as well as on the strength and position of the outer vortex making this especially difficult to compute since it is based on the prediction of separation near the apex of the wing. Also, there might be transition effects for this case which will be discussed later on.

In Fig. 12 the situation at a Reynolds number of $3 \times 10^6$ is depicted. As mentioned before enhancing the Reynolds number leads to a generation of the outer vortex further downstream. The flow around the leading edge is attached over the whole span up to 40% chord length. The suction peak at the leading edge at 20% chord length is predicted correctly when compared with the experiment whereas the suction peak at 40% is predicted too high. The inner vortex occurs more upstream in the experiment as identified by the suction peak at 65% spanwise position approximately. In the simulation there is no suction peak observed at this position. At 60% chord length the inner vortex suction peak can be observed, but it is weaker and further inboard as compared with the experiment. One reason for a weaker and more inboard suction peak of the outer vortex at 60% chord length might be related to the fact that the inner vortex in this case is generated too far upstream at the leading edge in comparison to the experiment. This can also be observed in Fig. 9. The suction peak of the outer vortex is predicted too high at 80% and 95% chord length in the same way as in the case at a Reynolds number of $2 \times 10^6$. However the vortex occurs more upstream, although the spanwise position is given correctly at 80% and 95% chord length. But this could be more or less fortuitous because the balance of the vortex strength between the inner and the outer vortex is very sensitive to several factors which will be discussed later on.

Due to the fact that there are several differences between the experiment and the simulation, some sensitivity factors that may influence the numerical solution should be discussed. These factors are, among others, the selected turbulence model, the angle of attack and Reynolds number effects. Finally, the effect of transition is a factor which could influence the flow topology. Even if it is not correct to compare CFD simulations with experimental results under different conditions, it should show that small changes in the flow field could have a large effect on the flow topology. Particularly we are not taking the wind tunnel surroundings into account within the CFD which could have a big influence on the flow conditions.\textsuperscript{16} In the following discussion some of these sensitivities will be discussed.

The Reynolds number effect was discussed previously. In Fig. 13 the results at Reynolds number $3 \times 10^6$ and $4.5 \times 10^6$ are compared. As described before, if we increase the Reynolds number the outer vortex occurs further downstream. Comparing the PSP results at Reynolds number $3 \times 10^6$ with the CFD solution at $4.5 \times 10^6$ in Fig. 14 and 15 it can be observed that the pressure distribution of the outer vortex fits better with the experiment than in the case of $3 \times 10^6$ Reynolds number. The outer vortex is generated at nearly the same position as in the experiment as seen in Fig. 14. Figure 15 shows an even better agreement compared with the quantitative results. The suction peak of the outer vortex at 60% chord fits well with the experiment. Nevertheless, the inner vortex is too weak as well as in the direct comparison with the $3 \times 10^6$ Reynolds number simulation. But the location of the inner vortex in case $4.5 \times 10^6$ is more inboard and occurs further downstream which fits better with the experiment at $3 \times 10^6$. These results should show how sensitive the flow topology is to small Reynolds number changes.

The simulations in Fig. 16 at a Reynolds number of $R_{\text{MAC}} = 6 \times 10^6$ should give an example of the angle of attack effect on the flow topology over the wing. Compared to the Reynolds number effect, the effect of enhancing the angle of attack has the opposite effect. Increasing the angle of attack causes the generation of the outer vortex to move upstream. The same thing happens to the inner vortex. Due to the outer vortex location and enhanced strength, the inner vortex is pushed inboard. Figures 17, 18, and 19 show the comparison between PSI data on the left hand side and CFD calculation on the right hand side. For the experimental data it has to be taken into account that the spanwise data at $y/s = 0.675$ is sparse out in this region. Comparing Figs. 17 and 18 in case of $\alpha = 13.3^\circ$ and $18.4^\circ$ it can be observed in the experimental data that the suction peak of the inner vortex stays constant for increasing the angle of attack, even though the suction peak of the outer vortex grows. The same can be observed in the simulation but far more downstream. The outer vortex seems to occur too far downstream in the simulation. This leads to the fact that the suction peak of the inner vortex can be observed at $x/c_{\text{ref}} = 0.8$ for the angle of attack of $\alpha = 13.3^\circ$ and at $x/c_{\text{ref}} = 0.4$ for the angle of attack of $\alpha = 18.4^\circ$. As with the other simulations discussed before, the strength of the inner vortex is given too weak by the simulation. Finally the simulation at $\alpha = 23^\circ$ fits quite well with the experiment since the flow topology is well established and less sensitive at this higher $\alpha$.

In nearly all computational simulations the inner vortex is predicted too weak and the question arises as to which boundary condition influences the generation of the inner vortex. For the final RANS simulation the production of turbulence is set to zero up to 10% of the centerline chord. Even though a real transition line is much more complicated on the delta wing surface, this transition line should show if there is an influence. Figure 20 shows the comparison of the pressure distribution between the case with and without transition. Besides the bending of the contour lines at the apex, no significant change in the overall pressure distribution can be observed. Regarding the
pressure distribution in Fig. 21 it can be observed that there is an effect at 20% chord length. But there is no influence on the flow topology further downstream. The transition setting probably leads to a thicker boundary layer at the apex but is not influencing the generation of the inner vortex significantly. Furthermore, the implementation of the non-slip boundary condition in a region of high surface curvature might have an influence on the transition behavior and should be investigated.

C. DES and DDES Simulation

The use of Detached-Eddy Simulation (DES) has traditionally been reserved for massively separated, or at the very least, unsteady flow fields. Steady vortical flows are often well predicted with modern RANS turbulence models and often do not require the use of DES. The unusual nature of the flow around the blunt leading edge delta wing, however, makes the use of DES a possible candidate for flow prediction in this case. The shallow nature of the flow features on the front half of the wing (as seen in Fig. 5), can also give DES a difficult challenge, since flow features close to a surface can be poorly predicted with traditional DES, so Delayed Detached-Eddy Simulation (DDES) will also be used to simulate this flow.

The first simulation using DES used SA with a Rotation Correction (SARC-DES). SARC has been shown to work well for vortical flows in conjunction with DES (Ref. 26). Surface pressures using SARC-DES are compared with experimental PSP measurements in Fig. 22. The numerical simulation shows the inner and outer primary vortices forming too far upstream, and the outer vortex shows signs of unusual behaviour as the vortex wanders inboard and outboard as it convects toward the trailing edge. There is no evidence that the solution is unsteady except near the trailing edge, which does not explain the vortex wandering. Figure 23 shows a comparison of surface pressures with the PSI data, and the early formation of the vortices is confirmed. By 20% of the chord the inner and outer vortices have formed, contrary to the experimental data which shows only early signs of the formation of the inner vortex at this chordwise station. Because the vortices form too early, the downstream position of both the inner and outer vortices is too far outboard, and the inner vortex is too weak when compared with the experimental data.

Due to the shallow nature of the vortices (especially the inner vortex), it was decided to try DDES on this configuration in conjunction with SARC, as shown in Figs. 24 and 25. While the surface pressure map for SARC-DDES shown in Fig. 24 is much better than the SARC-DES prediction in Fig. 22, the remainder of the prediction is in fact very similar to the SARC-DES prediction. The vortices again form too early (as shown in both Figs. 24 and 25) and the position and strength of the vortices are not greatly improved over the SARC-DES simulation.

Since the previous applications of DES and DDES were not as successful as hoped, a further simulation was performed using the basic Spalart-Allmaras turbulence model (SA) in conjunction with DES (labelled SA-DES). The surface pressure map and pressure comparisons with experimental data are presented in Figs. 26 and 27.

The surface pressure map in Fig. 26 shows signs of the vortex wandering similar to the SARC-DES simulation in Fig. 22, the surface pressures are in better agreement with the experimental data than the previous simulations. Specifically, Fig. 27 shows that there is no significant vortex generation at $x/c_{ref} = 0.2$, although a region of decreased pressure is evident near $y/s = 0.4$, which is very similar to the experimental trend. Also, by $x/c_{ref} = 0.6$, both an inner and outer vortex have formed, although the secondary vortex near the leading edge is different than the experiment, and the location of the outer vortex is also incorrectly predicted. The inner and outer vortex positions are consistent as the flow convects downstream, with small differences in vortex strength and position noted.

The improvement shown by the SA-DES solution, coupled with the relative success of the SARC-DDES solution, led to a final simulation using SA-DDES. The surface pressure map is shown in Fig. 28, while the pressure comparison with experimental data is shown in Fig. 29. The simulated flow field using SA-DDES is significantly improved over any of the other previous hybrid turbulence model simulations. The formation of the inner and outer vortices matches the experimental data quite well, and the position and strength of the vortices is as close to the experiment as with the other simulations presented. While the suction peak seems higher than the experimental data, the experimental pressure taps were fairly widely spaced in this region, making it difficult to determine the precise suction peak from the experiment. The main differences between the predictions and experimental data lie near the trailing edge of the delta wing, however the simulations showed that the vortices were unsteady in this region, and a sufficiently high time averaging may improve the predictions in this region. The SA-DDES probably has performed the best because of the ability of DDES to properly transition from RANS to LES without being influenced by the local grid refinement, coupled with the performance of SARC in the leading-edge region of the delta wing, where large flow curvature exists that is not associated with vortices.
D. Discussion of Flow Topology

The rounded leading-edge delta wing yields an interesting and complex flow topology which is only marginally understood at this time. While the experimental results shown in Fig. 5 are helpful in understanding the flow, the necessary limitations of the experiments (such as the number of axial locations where PIV measurements were made) make it difficult to fully understand the flow field. The experimental predictions, in conjunction with the numerical simulations, can begin to form a fuller picture of the flow.

Figures 30 and 31 show a representative solution of the flow field with surface pressure maps, x-vorticity contours, and streamlines, while Fig. 32 shows the skin friction lines for the flow, which add another layer of information for understanding what is happening with this configuration. The x-vorticity contours in Fig. 30 show that a region of vorticity near the surface of the delta wing exists at x/c_{ref} = 0.2. This is the same region that was noted upstream of the formation of the inner and outer vortices in previous simulations using RANS and SA-DES. Examination of the flow in the region of vorticity at x/c_{ref} = 0.2 have shown that there is no reversed flow present, and no noticeable boundary layer separation has taken place. Further investigation into the boundary layer profile at x/c_{ref} = 0.2 might aid in a fuller understanding of the flow topology. At x/c_{ref} = 0.3 the two primary vortices have clearly formed, but it is not obvious which vortex formed first and how the formation of the vortices is impacted by the upstream low pressure/higher vorticity region. Figure 31 shows the streamlines created by releasing particles near the surface along the leading edge of the delta wing. Flow around the apex and near the centerline of the wing stays attached along the entire length of the wing, but after a short distance along the leading edge there is flow separation that rolls up into the inner vortex. There is a critical point along the leading edge where the separating flow no longer feeds the inner vortex, but rather begins to feed the outer vortex. Since the inner vortex is no longer being fed vorticity from the leading edge shear layer, it does not continue to grow in size or strength as it convects downstream. The outer vortex, however, continues to gain vorticity from the shear layer and grows in size and strength down the remainder of the delta wing length.

The combined information from Figs. 30 and 31, coupled with the skin friction lines of Fig. 32, show a more comprehensive picture of the formation of the dual primary vortex system. A separation line is evident along the leading edge, but it does not extend to the apex of the wing. This coincides with the attached flow along the centerline of the wing. Once the separation line forms, a shear layer convects over the upper surface of the delta wing. A region of flow near the wing surface, corresponding to the region of lower pressure/higher vorticity mentioned above, is diverted outboard to the location where the outer primary vortex is formed. The outboard flow is possibly caused by the rotation of the shear layer that is flowing above this region; the shear layer eventually rolls up into the inner primary vortex. It is possible that the surface flow which is forced outboard is the cause of the critical point where the outer primary vortex is formed, although more detailed investigation is warranted to more fully understand this complex flow region.

V. Conclusions

In this paper the results of CFD calculation with the unstructured Cobalt code are presented. Numerical simulations for flow around a rounded leading-edge delta wing with 65° of sweep are performed using RANS, DES, and DDES turbulence models. Comparisons with available experimental data, including surface pressures, pressure sensitive paint, and particle image velocimetry, show that a reasonable simulation of this flow field can be made with RANS turbulence models, although the SA-DDES model showed promise for gaining a fuller understanding of the flow field. As usual, researchers should use the level of modeling that is appropriate for the level of detail required for a given application; the expense and computer resources required for hybrid turbulence models may not be warranted for every application.

The numerical simulations have led to an increased understanding of the flow field for the round leading-edge delta wing, especially for the formation of the dual primary vortex system. A proposed mechanism for the formation of the dual primary vortex system is given based on various surface and off-surface flow visualizations. A complex flow topology exists due to the rounded leading edge, including an initial shear layer that induces flow underneath the formation of the inner vortex that eventually causes the inner vortex to be cut off from the shear layer. This leads to the formation of the outer primary vortex, while the inner primary vortex is cut off from the shear layer and stops growing in size or strength.

Designers of various aircraft that might use rounded leading edges on highly swept wings will have to more fully understand the complexities of the dual primary vortex system, and how the vortex system is influenced by sweep angle, leading edge radius, and freestream conditions (such as Reynolds number, Mach number, and angle of attack).
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Figure 1: Schematic view of the flow over a sharp edged delta wing:
   a) vortex formation
   b) pressure distribution in a cross section.

Figure 2: NASA 65° delta wing (\( \Lambda = 1.85 \)) in the NTF-wind tunnel at NASA Langley Research Center.

Figure 3: Pressure distribution on the upper side of the wing using PSP (Pressure Sensitive Paint). \( M = 0.4, \) \( Re = 3 \cdot 10^6, \alpha = 14^\circ \).  

Figure 4: Model setup for PIV measurements in the Transonic Wind Tunnel Göttingen (TWG). The laser light sheet can be observed at approximately 50% chord length.
Figure 5: Pressure distribution on the upper surface and PIV measurement at $x/c_{ref} = 0.6$. $M = 0.4$, $Re = 3\cdot10^6$, $\alpha = 14^\circ$. PIV measurement shows the double primary vortex system.

Figure 6: Slice through the computational unstructured grid. Fifteen prismatic layers to resolve the boundary layer flow and a field source to resolve the vortex flow over the wing.

Figure 7: Slice through the computational unstructured grid at four different $x = constant$ positions.
Figure 8: Pressure distribution on the upper surface of the wing. Comparison of CFD calculation and PSP measurement. Re = 2 \cdot 10^6, M = 0.4, \alpha = 13.3^\circ.

Figure 9: Pressure distribution on the upper surface of the wing. Comparison of CFD calculation and PSP measurement. Re = 3 \cdot 10^6, M = 0.4, \alpha = 13.3^\circ.
Figure 10: Pressure distribution on the upper surface of the wing. Comparison of CFD simulations at different Reynolds numbers, $M = 0.4$, $\alpha = 13.3^\circ$.

Figure 11: Pressure distribution at positions $x=\text{const}$. Comparison of experiment and CFD calculation. $Re = 2 \cdot 10^6$, $M = 0.4$, $\alpha = 13.3^\circ$. 
Figure 12: Pressure distribution at positions x=const. Comparison of experiment and CFD calculation. $Re = 3 \cdot 10^6$, $M = 0.4$, $\alpha = 13.3^\circ$.

Figure 13: Pressure distribution on the upper surface of the wing. CFD calculation. Comparison $Re = 3 \cdot 10^6$ and $4.5 \cdot 10^6$ at $M = 0.4$ and $\alpha = 13.3^\circ$. 
Figure 14: Pressure distribution on the upper surface of the wing. Comparison of CFD calculation (Re = 4.5$ \cdot 10^6$) and PSP measurement (Re = 3$ \cdot 10^6$). M = 0.4, $\alpha = 13.3^\circ$.

Figure 15: Pressure distribution at positions $x = \text{const}$. Comparison of experiment (Re = 3$ \cdot 10^6$) and CFD calculation (Re = 4.5$ \cdot 10^6$). M = 0.4, $\alpha = 13.3^\circ$. 
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Figure 16: Pressure distribution on the upper surface of the wing. Comparison of CFD simulations at different angles of attack at Reynolds numbers $Re = 6 \times 10^6$.

Figure 17: Pressure distribution at positions $x = \text{const}$. Comparison of experiment ($Re = 6 \times 10^6$) and CFD calculation ($Re = 6 \times 10^6$). $M = 0.4$, $\alpha = 13.3^\circ$. 
Figure 18: Pressure distribution at positions $x = \text{const}$. Comparison of experiment ($\text{Re} = 6 \cdot 10^6$) and CFD calculation ($\text{Re} = 6 \cdot 10^6$). $M = 0.4$, $\alpha = 18.4^\circ$.

Figure 19: Pressure distribution at positions $x = \text{const}$. Comparison of experiment ($\text{Re} = 6 \cdot 10^6$) and CFD calculation ($\text{Re} = 6 \cdot 10^6$). $M = 0.4$, $\alpha = 23^\circ$. 
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Figure 20: Pressure distribution on the upper surface of the wing. Comparison of CFD calculation \( (Re = 3 \cdot 10^6) \) with and without transition line. \( M = 0.4, \alpha = 13.3^\circ \).

Figure 21: Pressure distribution at positions \( x=\)const. Comparison of CFD calculation \( (Re = 3 \cdot 10^6) \) with and without transition. \( M = 0.4, \alpha = 13.3^\circ \).
Figure 22: Pressure distribution on the upper surface of the wing. Comparison of CFD calculation (SARC-DES) and PSP measurement. $\text{Re} = 3 \cdot 10^6$, $M = 0.4$, $\alpha = 13.3^\circ$.

Figure 23: Pressure distribution at positions $x=\text{const}$. Comparison of experiment and CFD calculation (SARC-DES). $\text{Re} = 3 \cdot 10^6$, $M = 0.4$, $\alpha = 13.3^\circ$. 
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Figure 24: Pressure distribution on the upper surface of the wing. Comparison of CFD calculation (SARC-DDES) and PSP measurement. $Re = 3 \cdot 10^5$, $M = 0.4$, $\alpha = 13.3^\circ$.

Figure 25: Pressure distribution at positions $x=\text{const}$. Comparison of experiment and CFD calculation (SARC-DDES). $Re = 3 \cdot 10^5$, $M = 0.4$, $\alpha = 13.3^\circ$. 
Figure 26: Pressure distribution on the upper surface of the wing. Comparison of CFD calculation (SA-DES) and PSP measurement. Re = 3·10^6, M = 0.4, α = 13.3°.

Figure 27: Pressure distribution at positions x=const. Comparison of experiment and CFD calculation (SA-DES). Re = 3·10^6, M = 0.4, α = 13.3°.
Figure 28: Pressure distribution on the upper surface of the wing. Comparison of CFD calculation (SA-DDES) and PSP measurement. Re = 3\times10^6, M = 0.4, \alpha = 13.3^\circ.

Figure 29: Pressure distribution at positions x=const. Comparison of experiment and CFD calculation (SA-DDES). Re = 3\times10^6, M = 0.4, \alpha = 13.3^\circ.
Figure 30: Surface pressure distribution and $x$-vorticity at positions $x=\text{const.}$ $Re = 3 \cdot 10^6$, $M = 0.4$, $\alpha = 13.3^\circ$.

Figure 31: Streamlines and pressure distribution. $Re = 3 \cdot 10^6$, $M = 0.4$, $\alpha = 13.3^\circ$. 
Figure 32: Skin friction lines and pressure distribution. Re = 3\cdot10^6, M = 0.4, \alpha = 13.3^\circ.