ON THE RELATIONSHIP BETWEEN CONVERGENCE
IN DISTRIBUTION AND CONVERGENCE OF EXPECTED EXTREMES

THEODORE P. HILL AND M. C. SPRUILL

ABSTRACT. It is well known that the expected values \{M_k(X)\}, \( k \geq 1 \), of the \( k \)-maximal order statistics of an integrable random variable \( X \) uniquely determine the distribution of \( X \). The main result in this paper is that if \( \{X_n\}, n \geq 1 \), is a sequence of integrable random variables with \( \lim_{n \to \infty} M_k(X_n) = \alpha_k \) for all \( k \geq 1 \), then there exists a random variable \( X \) with \( M_k(X) = \alpha_k \) for all \( k \geq 1 \) and \( X_n \xrightarrow{d} X \) if and only if \( \alpha_k = o(k) \), in which case the collection \( \{X_n\} \) is also uniformly integrable. In addition, it is shown using a theorem of M"untz that any subsequence \( \{M_{kj}(X)\}, j > 1 \), of \( \{M_k(X)\} \) satisfies

\[
\lim_{n \to \infty} M_k(X_n) = \alpha_k
\]

if \( \sum 1/k_j = \infty \) uniquely determines the law of \( X \).

1. INTRODUCTION

The distribution of a random variable \( X \) is uniquely determined by its characteristic function \( \phi_X \) and, if \( X \) has finite mean, is also uniquely determined by the expected values of the \( k \)-maximal order statistics of \( X 

\[ M_k(X) := E \left( \max_{1 \leq j \leq k} X_j \right), \quad X_1, X_2, \ldots, \text{i.i.d.} \ X_j \xrightarrow{d} X, \]

a result due to Hoeffding (see [4]). For a sequence of random variables \( \{X_n\} \) the classical continuity theorem says that if \( \lim_{n \to \infty} \phi_{X_n}(t) = \phi(t) \) for all \( t \), then a necessary and sufficient condition that \( \phi \) be a characteristic function for some random variable \( X \) (and that \( X_n \xrightarrow{d} X \) is that \( \phi \) be continuous at zero. The main result of this article is the following analog of the continuity theorem for the expected extremes \( \{M_k\} \).

**Theorem 1.1.** Suppose \( \{X_n\}, n \geq 1, \) are integrable random variables such that \( \lim_{n \to \infty} M_k(X_n) = \alpha_k \) exists and is finite for all \( k \geq 1, \) Then there exists a random variable \( X \) with \( M_k(X) = \alpha_k \) for all \( k \geq 1 \) and \( X_n \xrightarrow{d} X \) if and only if \( \alpha_k = o(k) \), in which case \( \{X_n\} \) is also uniformly integrable.

This note is organized as follows. Section 2 contains the proof of the main theorem. Section 3 contains an improvement of the Hoeffding result showing
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Lemma 2.1. The following are equivalent:

(i) \{\sqrt[k]{X}\} \text{ is uniformly integrable.}
(ii) \{\sqrt[n]{X_n}\} \text{ is uniformly integrable for all } n \in \mathbb{N}.
(iii) \{\wedge_k X_n\} \text{ is uniformly integrable for all } k \in \mathbb{N}.

Lemma 2.2. Suppose \(X\) is an integrable random variable with distribution \(F\). Then

(i) \(M_k(X) = -\int_{-\infty}^{0} F^k(x) \, dx + \int_{0}^{\infty} (1 - F^k(x)) \, dx = k \int_{0}^{1} F^{-1}(t) t^{k-1} \, dt \) for all \(k \in \mathbb{N}\);
(ii) \(M_k(X) = \sum_{i=1}^{k} (-1)^{i+1} \binom{k}{i} m_i(X) \) and \(m_k(X) = \sum_{i=1}^{k} (-1)^{i+1} \binom{k}{i} M_i(X) \) for all \(k \in \mathbb{N}\);
(iii) \(M_k(X) = o(k) \) and \(m_k = o(k)\).
to imply uniform integrability, even for nonnegative random variables.

Proof. Conclusion (i) is a well-known consequence of integration by parts and Fubini's theorem. (ii) follows easily by the “inclusion-exclusion principle”

\[
x_1 \lor x_2 \lor \cdots \lor x_k = x_1 + \cdots + x_k - \sum_{i_1 \neq i_2} x_{i_1} \land x_{i_2} + \sum_{i_1, i_2, i_3 \text{ distinct}} x_{i_1} \land x_{i_2} \land x_{i_3} - \cdots \pm x_1 \land x_2 \land \cdots \land x_k
\]

and the fact that \(X_1, X_2, \ldots\) (in the definitions of \(M_k\) and \(m_k\)) are i.i.d. (iii) follows easily from (i) (in fact if \(E|X|^p < \infty\), then \(M_k(X)\) and \(m_k(X)\) are both \(o(k^{1/p})\); cf. [3, 4]). (iv) is an easy exercise. (v) is Hoeffding's result. \(\square\)

The next lemma is the key tightness tool in the proof of the main theorem; its conclusion for arbitrary subsets \(J \subseteq \mathbb{N}\) is used in §3.

Lemma 2.3. Suppose \(E(X_n) \to \alpha\), where \(-\infty < \alpha < \infty\). Then for all \(J \subseteq \mathbb{N}\), if \(\sup_{n \in J} M_k(X_n) < \infty\) (or \(\inf_{n \in J} m_k(X_n) > -\infty\)), for some \(k \geq 2\), then all of the quantities \(\sup_{n \in J} E|X_n|\), \(\sup_{n \in J} |M_2(X_n)|\), and \(\sup_{n \in J} |m_2(X_n)|\) are finite and the sequence \(\{X_n\}_{n \in J}\) is tight.

Proof. If \(\sup_{n \in J} M_k(X_n) < \infty\) for some \(k \geq 2\), then also \(\sup_{n \in J} M_2(X_n) < \infty\), since, for all \(n\), \(M_2(X_n) \leq M_k(X_n)\). Since \(M_1(X_n) \to \alpha\) and since for each \(n \in J\)

\[
\int_{X_n > 0} X_n \, dP + P(X_n \leq 0)E(X_n) \leq M_2(X_n).
\]

there exists a finite constant \(K\) such that \(E(X_n^+) \leq K + \sup_{n \in J} M_2(X_n)\). Therefore, since

\[
E(X_n) = E(X_n^+) - E(X_n^-) \to \alpha,
\]

it also follows that \(\sup_{n \in J} E(X_n^-) < \infty\), so \(\sup_{n \in J} E|X_n| < \infty\), which implies (by Markov's inequality) that \(\{X_n\}_{n \in J}\) is tight.

The proof will be completed once it is shown that \(\inf_{n \in J} m_2(X_n) > -\infty\), for then

\[
-\infty < \inf_{n \in J} m_2(X_n) \leq \sup_{n \in J} m_2(X_n) \leq \sup_{n \in J} M_2(X_n) < \infty.
\]

But, by Lemma 2.2(ii), \(m_2(X_n) = 2E(X_n) - M_2(X_n)\), so

\[
\inf_{n \in J} m_2(X_n) \geq -2 \sup_{n \in J} E|X_n| - \sup_{n \in J} M_2(X_n) > -\infty. \quad \square
\]

The hypothesis \(k > 1\) in Lemma 2.3 may not be weakened to \(k \geq 1\), as can be seen by letting \(k = 1\) and considering \(\{X_n\}\) satisfying \(P(X_n = n) = \frac{1}{2} = P(X_n = -n)\).

If \(\sup_{k \in \mathbb{N}} \sup_{n \in J} M_k(X_n) < \infty\), then \(\{X_n\}_{n \in J}\) is even uniformly bounded from above a.s. On the other hand, the hypothesis of Lemma 2.3 is not enough to imply uniform integrability, even for nonnegative random variables.
Example 2.4. Let \( \{X_n\} \) satisfy \( P(X_n = n) = 1/n = 1 - P(X_n = 0) \). Then \( M_k(X_n) = n(1 - (1 - 1/n)^k) \to k \) as \( n \to \infty \), so \( \sup_n M_k(X_n) < \infty \) for each \( k \), but \( \{X_n\} \) is not u.i.

(This example also shows how in Theorem 1.1, if \( \alpha_k \neq o(k) \), it can happen that \( X_n \xrightarrow{\mathcal{L}} X \equiv 0 \), but not with \( \alpha_k = M_k(X) \).)

Proof of Theorem 1.1. First suppose \( \alpha_k = o(k) \). Lemma 2.3 (with \( J = \mathbb{N} \)) implies that \( \sup_n E|X_n| < \infty \) and that \( \{X_n\} \) is tight. It will now be shown that \( \{X_n\} \) is uniformly integrable. Suppose, by way of contradiction, that

\[
\limsup \sup_{n} \int_{X_n > \lambda} X_n dP > 0.
\]

Then there exist sequences \( \lambda_m \to \infty \) and \( n_m \to \infty \) and \( b > 0 \) satisfying

\[
\int_{X_{n_m} > \lambda_m} X_{n_m} dP = b_m > b \quad \text{for all} \quad m \in \mathbb{N}.
\]

Let \( p_m = P(X_{n_m} > \lambda_m) \); then \( p_m > 0 \) by (2), since \( b > 0 \). Since \( \{X_n\} \) is tight and \( \lambda_m \to \infty \),

\[
\lim_{m \to \infty} p_m = 0.
\]

For each \( m \in \mathbb{N} \) let \( c_m = b_m/p_m \) and \( d_m = E[(X_{n_m} - b_m)/(1 - p_m)] \) and define \( Y_m \) by \( P(Y_m = c_m) = p_m = 1 - P(Y_m = d_m) \). Observe that, for all \( m \),

\[
c_m > \lambda_m \geq d_m, \quad EY_m = EX_{n_m}, \quad \text{and}
\]

\[
|d_m| < 3 \sup_n E|X_n| = L < \infty \quad \text{for sufficiently large} \quad m.
\]

By the conditional version of Jensen's Inequality,

\[
M_k(Y_m) \leq M_k(X_{n_m}) \quad \text{for all} \quad k, \quad m \in \mathbb{N}.
\]

Next calculate \( M_k(Y_m) = c_m(1 - (1 - p_m)^k) + d_m(1 - p_m)^k \), so by (2)-(4)

\[
\lim_{m \to \infty} M_k(Y_m) > kb - L,
\]

which by (5) and the hypothesis \( M_k(X_{n_m}) \to \alpha_k \) implies that

\[
\alpha_k \geq kb - L \quad \text{for all} \quad k \in \mathbb{N}.
\]

But since \( b > 0 \), this contradicts the assumption that \( \alpha_k \) is \( o(k) \). Hence (1) does not hold, so \( \limsup_{n \to \infty} \sup_n \int_{X_n > \lambda} X_n dP \leq 0 \). The argument to show \( \{X_n\} \) is analogous, and together these imply that \( \{X_n\} \) is uniformly integrable.

To show that \( X_n \) converges in distribution, since \( \{X_n\} \) is tight, it is enough to show (cf. [2, p. 346]) that if \( \{X_{n_m}\} \) and \( \{X_{n_{m'}}\} \) are any subsequences with \( X_{n_m} \xrightarrow{\mathcal{D}} X \) and \( X_{n_{m'}} \xrightarrow{\mathcal{D}} Y \), then \( X \xrightarrow{\mathcal{D}} Y \). By Lemma 2.2(v) it suffices to show that

\[
M_k(X) = M_k(Y) \quad \text{for all} \quad k \in \mathbb{N}.
\]

For fixed \( k \) Lemma 2.1(a) implies that \( \{\mathbb{V}^k X_n\}_{n \in \mathbb{N}} \) is uniformly integrable (and hence that \( \{\mathbb{V}^k X_{n_m}\} \) and \( \{\mathbb{V}^k X_{n_{m'}}\} \) are uniformly integrable) and Lemma 2.1(b) implies that \( \mathbb{V}^k X_{n_m} \xrightarrow{\mathcal{L}} \mathbb{V}^k X \) and \( \mathbb{V}^k X_{n_{m'}} \xrightarrow{\mathcal{L}} \mathbb{V}^k Y \), so (by [1, Theorem 5.4, p. 32]) \( M_k(X) \) and \( M_k(Y) \) are both finite and \( \lim_{m \to \infty} M_k(X_{n_m}) = M_k(X) \).
$M_k(X)$ and $\lim_{n' \to \infty} M_k(X_{n'}) = M_k(Y)$. Since $\lim_{n \to \infty} M_k(X_n) = \alpha_k$, this establishes (6) and shows that $M_k(X) = \alpha_k$ for all $k$.

Conversely, suppose there exists a random variable $X$ with $M_k(X) = \alpha_k$ for all $k \geq 1$ and $X_n \overset{p}{\to} X$. Since $EX = M_1(X) = \alpha_1$ is finite, $\alpha_k$ is $o(k)$ by Lemma 2.2(iii), and uniform integrability of the $\{X_n\}$ follows as before. \[\square\]

3. Determinacy of Müntz subsequences of expected extremes

The main purpose of this section is to use a theorem of Müntz to prove the following improvement of Hoeffding's result Lemma 2.2(v): for a different strengthening, showing that sequences of expectations of nonextreme order statistics also suffices to determine the distribution, see [9]. In [4] this notion of determination of a distribution by its expected extremes is generalized in defining a partial order $\leq_e$ on the class of finite-mean distributions by $F_X \leq_e F_Y$ iff $M_k(X) \leq M_k(Y)$ for all $k$.

Theorem 3.1. For integrable random variables $X$ and $Y$ the following are equivalent:

(i) $X \leq Y$.
(ii) $M_{k_j}(X) = M_{k_j}(Y)$ for all $j$, for some distinct $\{k_j\} \subseteq \mathbb{N}$ with $\sum 1/k_j = \infty$.
(iii) $M_k(X) = M_k(Y)$ for all $k \in \mathbb{N}$.
(iv) $m_{k_j}(X) = m_{k_j}(Y)$ for all $j$, for some distinct $\{k_j\} \subseteq \mathbb{N}$ with $\sum 1/k_j = \infty$.
(v) $m_k(X) = m_k(Y)$ for all $k \in \mathbb{N}$.

Proof. To see (ii) $\Rightarrow$ (i), fix positive integers $k_1 < k_2 < \cdots$ satisfying $\sum 1/k_j = \infty$ and suppose that $M_{k_j}(X) = M_{k_j}(Y)$ for all $j \geq 1$, where $X$ and $Y$ are integrable random variables with distributions $F$ and $G$, respectively. By Lemma 2.2(i), $\int_0^1 |F^{-1}(t)| \, dt$ and $\int_0^1 |G^{-1}(t)| \, dt$ are both finite and

$$\int_0^1 t^{k_j-1} F^{-1}(t) \, dt = \int_0^1 t^{k_j-1} G^{-1}(t) \, dt \quad \text{for all } j \geq 1.$$ 

Let $f$ and $g$ be the $L_1[0, 1]$ functions defined by $f(t) = t^{k_1-1} F^{-1}(t)$ and $g(t) = t^{k_1-1} G^{-1}(t)$, and define the signed measures $\mu$ and $\nu$ by $\mu([0, t]) = \int_0^t f(x) \, dx$ and $\nu([0, t]) = \int_0^t g(x) \, dx$. Then

$$\int_0^1 t^{k_j-k_1} d(\mu(t) - \nu(t)) = 0 \quad \text{for all } j \geq 1.$$

Thus the bounded linear functional $\Delta$ on $C[0, 1]$ defined by $\Delta(\phi) = \int_0^1 \phi(t) \, d(\mu(t) - \nu(t))$ vanishes on the set of functions $t^{k_j-k_1}$ for all $j \geq 1$.

By Müntz's theorem (cf. [7]), since $\sum_{j \geq 1} 1/(k_j - k_1) = \infty$, the collection $\{t^{k_j-k_1}\}_{j \geq 1}$ has dense linear span in $C[0, 1]$, so $\Delta$ is the zero functional and $\mu = \nu$. Taking Radon-Nikodym derivatives, this implies $F^{-1} = G^{-1}$ for almost all $t \in [0, 1]$, and this implies that $F = G$.

Clearly (i) $\Rightarrow$ (iii) $\Rightarrow$ (ii), and conclusions (iv) and (v) follow similarly. \[\square\]
Remark. Müntz’s theorem states that the divergence of \( \sum 1/k_j \) is also a necessary condition for the functions \( \{ t^{k_j} \} \) to be dense in \( C[0, 1] \). An analogous statement is also true here, but this is not needed for the results in this paper. If \( \sum 1/k_j < \infty \), then there are distinct random variables \( X \) and \( Y \) such that \( M_{k_j}(X) = M_{k_j}(Y) \) for all \( j \).

The combined results of Theorems 1.1 and 3.1 may be summarized as follows.

**Theorem 3.2.** For all sequences of integrable random variables \( \{X_n\}_{n \in \mathbb{N}} \) the following are equivalent:

(i) \( \lim_{n \to \infty} M_{k_j}(X_n) = \alpha_{k_j} \) exists and is finite for all \( j \), for some distinct \( \{k_j\} \subseteq \mathbb{N} \) with \( k_1 = 1 \), and \( \sum 1/k_j = \infty \) and \( \alpha_{k_j} = o(k_j) \).

(ii) \( \lim_{n \to \infty} M_k(X_n) = \alpha_k \) exists and is finite for all \( k \in \mathbb{N} \) and \( \alpha_k = o(k) \).

(iii) \( \lim_{n \to \infty} m_{k_j}(X_n) = \beta_{k_j} \) exists and is finite for all \( j \), for some distinct \( \{k_j\} \subseteq \mathbb{N} \) with \( k_1 = 1 \), and \( \sum 1/k_j = \infty \) and \( \beta_{k_j} = o(k_j) \).

(iv) \( \lim_{n \to \infty} m_k(X_n) = \beta_k \) exists and is finite for all \( k \in \mathbb{N} \) and \( \beta_k = o(k) \).

(v) There exists an integrable random variable \( X \) such that \( X_n \xrightarrow{D} X \) and \( \lim_{n \to \infty} E|X_n| = E|X| \).

(vi) There exists an integrable random variable \( X \) such that \( X_n \xrightarrow{D} X \) and \( \{X_n\}_{n \in \mathbb{N}} \) is uniformly integrable.

The determinacy results Theorem 3.1(ii) and (iv) allow \( k_1 \) to be arbitrary, whereas in the convergence results Theorem 3.2(i) and (iii) the requirement that \( k_1 = 1 \) cannot be dropped, essentially since the conclusion of Lemma 2.3 may then fail.

**Example 3.3.** Let \( \{X_n\} \) satisfy \( P(X_n = -n) = n^{-2/3} = 1 - P(X_n = 0) \). Then \( M_1(X_n) = EX_n \to -\infty \), \( M_k(X_n) \to 0 \) for \( k > 1 \) and \( X_n \xrightarrow{D} 0 \) (so \( \sup_n E|X_n| = \infty \) and \( M_1(X_n) \not\xrightarrow{a.s.} M_1(X) \)).

In the other direction, if \( X_n \xrightarrow{D} X \), the hypotheses \( E|X_n| \to E|X| \) or \( \{X_n\} \) u.i. may not be weakened to \( EX_n \to EX \) and \( \{X_n\} \) tight, as the following example shows.

**Example 3.4.** Let \( \{X_n\} \) satisfy \( P(X_n = 0) = 1 - 1/n \) and \( P(X_n = n^{3/2}) = P(X_n = -n^{3/2}) = \frac{1}{2} \), and let \( P(X = 0) = 1 \). Then \( X_n \xrightarrow{D} X \) and \( EX_n = 0 = EX \) for all \( n \), and \( \{X_n\} \) is tight, but \( M_2(X_n) = \sqrt{n} - (2\sqrt{n})^{-1} \to \infty \), while \( M_2(X) = 0 \).

4. **Applications**

Theorem 1.1 allows convergence in distribution to be demonstrated purely by analyzing the “maximal moments” \( \{M_k\} \). For example, to show \( X_n \xrightarrow{D} U[0, 1] \), it is sufficient to show that \( M_k(X_n) \to k/(k + 1) \) for all \( k \) (or in fact, just for a “Müntz subsequence” \( \{k_j\} \)). Similarly, to show central limit theorem results, the problem is to show convergence of the expected extremes to those for, say, a \( N(0, 1) \) random variable. In the case of convergence to a constant
\( X \equiv \mu \), the criteria \( M_k(X_n) \to M_k(X) \) simply reduces to showing \( M_k(X_n) \to \mu \) and Theorem 1.1 can be used to give an alternative combinatorial-based proof of the weak and \( L_1 \) law of large numbers.

The existential conclusion of Theorem 1.1 can be applied to the asymptotic theory of extreme order statistics as in [5]. Let \( X_1, X_2, \ldots \) be i.i.d. with c.d.f. \( F \), let \( Z_n = \max\{X_1, \ldots, X_n\} \), and let \( Y_n = g_n(Z_n) \), where \( g_n: \mathbb{R} \to \mathbb{R} \) is monotone increasing. A basic question in this theory is: Under what conditions on \( F \) and \( \{g_n\} \) does \( Y_n \overset{\mathcal{D}}{\longrightarrow} Y \) for some random variable \( Y \)? The standard classical setting (e.g., [5]) is the linear case \( g_n(x) = (x-a_n)/b_n \), but the maximal moment method applies equally well to general \( g_n \). By Theorem 1.1 a sufficient condition for the existence of such a \( Y \) is that \( M_k(Y_n) \to \alpha_k \) for some finite \( \{\alpha_k\} \) satisfying \( \alpha_k = o(k) \). By the monotonicity of \( g_n \) and the i.i.d.-ness of the \( \{X_j\} \),

\[
M_k(Y_n) = E[g_n(Z_{nk})].
\]

In the classical setting, if \( F \) is the uniform distribution on \((0,1)\) and \( g_n(x) = n(x-1) \), then \( M_k(Y_n) = nE[Z_{nk}^{-1}] = -n/(nk+1) \to -1/k = M_k(Y) \), where \( Y \) has c.d.f. \( e^x \) for \( x \leq 0 \). Thus Theorem 1.1 implies that

\[
n(Z_n - 1) \overset{\mathcal{D}}{\longrightarrow} Y
\]

(cf. [5, pp. 64–65]).

For the uniform distribution again, taking nonlinear \( g_n = n(x^2 - 1) \), the analogous implication of Theorem 1.1 is

\[
n(Z_n^2 - 1) \overset{\mathcal{D}}{\longrightarrow} 2Y.
\]

Since \( Z_{nk} \overset{\mathcal{D}}{\longrightarrow} F^{-1}(U_{nk}) \), where \( U_{nk} \) has c.d.f. \( H(t) = t^{nk} \), \( 0 < t < 1 \), a change of variables implies that

\[
M_k(Y_n) = \int_0^1 g_n \circ F^{-1}(u) nku^{nk-1} du = \int_0^1 g_n \circ F^{-1}(t^{1/n})kt^{k-1} dt
\]

(from which it can readily be seen that the \( o(k) \) property of the \( \{\alpha_k\} \) depends heavily on the values of \( F^{-1} \) near 1; that is, it is essentially a tail property). Thus if \( g_n \circ F^{-1}(t^{1/n}) \) converges nicely to an increasing \( h(t) \), then

\[
M_k(Y_n) \to \int_0^1 h(t)kt^{k-1} dt = E[h(U_k)].
\]

Using this observation, Theorem 1.1 can be applied both to general nonlinear \( g_n \)'s (e.g., \( g_n = F^n \) shows the well-known fact that \( F^n(Z_n) \) is uniform on \((0,1)\)) and to the classical linear case to also yield facts about convergence of expected values as in the following proposition (cf. [8]). In this application \( M_k(Y_n) \) cannot be calculated explicitly, since \( F \) is not specified exactly.

**Proposition 4.1.** Let \( F \) be the c.d.f. of a random variable \( X \) such that \( E(X-) < \infty \), \( \text{ess sup } X = \infty \), and for some \( \gamma > 0 \)

\[
\lim_{t \to \infty} \frac{1 - F(x)}{1 - F(t)} = x^{-\gamma} \quad \text{for all } x > 0.
\]
Then $Z_n/F^{-1}(1 - 1/n)$ converges in distribution and is uniformly integrable if and only if $\gamma > 1$. If $\gamma > 1$, the limiting distribution is $H_\gamma(x) = e^{-x^{-\gamma}}$ for $x > 0$.

Proof. Let $Y_n = Z_n/F^{-1}(1 - 1/n)$, and set $h_n(t) = F^{-1}(t^{1/n})/F^{-1}(1 - 1/n)$.

By (8) and ess sup $X = +\infty$,

$$
\lim_{n \to \infty} h_n(t) = (-\ln t)^{-1/\gamma}.
$$

By (7) (with $g_n(x) = x/F^{-1}(1 - 1/n)$ and $k = 1$), (9), and Fatou’s lemma,

$$
\liminf E|Y_n| \geq \liminf EY_n \geq \int_0^1 (-\ln t)^{-1/\gamma} dt.
$$

This last integral is infinite if and only if $\gamma \leq 1$, so for $\gamma \leq 1$, $\{Y_n\}$ is not uniformly integrable.

Observe by Lemma 2.2(i) that $M_k(H_\gamma) = \int_0^1 (-\ln t)^{-1/\gamma} k t^{k-1} dt < \infty$ for $\gamma > 1$. By Theorem 1.1, to complete the proof of the proposition it suffices to show that for $\gamma > 1$

$$
\lim_{n \to \infty} \int_0^1 h_n(t) t^{k-1} dt = \int_0^1 (-\ln t)^{-1/\gamma} k t^{k-1} dt.
$$

Set $p = F(0) < 1$, and observe first that since $E[X^{-}] = \int_0^p |F^{-1}(u)| du < \infty$,

$$
\left| \int_0^p h_n(t) t^{k-1} dt \right| \leq \frac{n k p^{n k-1}}{F^{-1}(1 - 1/n)} \int_0^p |F^{-1}(u)| du \to 0 \quad \text{as} \quad n \to \infty.
$$

Since the functions $h_n(t) t^{k-1}I_{(p^n, \delta)}(t)$ are uniformly bounded and converge to $(-\ln t)^{-1/\gamma} k t^{k-1}I_{(0, \delta)}(t)$, bounded convergence implies

$$
\int_{p^n}^\delta h_n(t) t^{k-1} dt \to \int_0^\delta (-\ln t)^{-1/\gamma} k t^{k-1} dt \quad \text{for all} \quad \delta < 1.
$$

Finally, to check that

$$
\lim_{\delta \to 1} \lim_{n \to \infty} \left| \int_\delta^1 h_n(t) t^{k-1} dt \right| = 0,
$$

use the representation (see [5, Appendix III])

$$
L(x) = u(x) \exp \left\{ \int_B \frac{e(y)}{y} dy \right\}
$$

of the slowly varying function $L(x) = x^\gamma(1 - F(x))$ to show that for $\delta$ sufficiently close to 1 there exist constants $K$ and $c$, $\gamma < c < 1$, such that for sufficiently large $n$

$$
h_n(t) \leq K[n(1 - t^{1/n})]^{-1/c} \quad \text{for all} \quad t \in (\delta, 1).
$$

Equation (10) follows from (11)–(13). □
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